Chapter 2

Hopf-Galois theory and the
Greither-Pareigis correspondence

1 Hopf-Galois extensions and Hopf-Galois objects

In this section we will introduce Hopf-Galois structures from two viewpoints: via
module algebras, and via comodule algebras. Given a Hopf-Galois structure, there
is a method of turning sub-Hopf algebras (quotient Hopf algebras respectively) into
subalgebras of the algebra which carries a Hopf-Galois structure. This is in a way a
generalization of the classical correspondence in Galois theory of fields, but it is in a
sense weaker, as not all subalgebras are reached by this process in general. We will
soon describe this method, but for a proof of some main properties we will need
a better understanding of algebras (via I'-sets), an so some arguments have to be
postponed

Let K be any base field. All algebras over K are assumed finite-dimensional over
K unless said otherwise; the algebras bearing a Hopf-Galois structure will be as-
sumed to be commutative. Hom groups and tensor products without subscript are
taken over K.

Let H be a K-Hopf algebra. Recall that the defining mapay : H® A — A of
a module algebra A makes H act on A, by the simple rule - x = a4(h ® x) for
h € H,x € A. The defining map B4 : A — A ® H* looks as follows in Sweedler
notation: B4(x) = ¥ (x) X(0) ® x(1), where x € A, and the factors x () and x(3) indicate
elements of A and H* respectively (see (1.4)).

There are two standard types of canonical isomorphisms for any triple X, Y, Z of
K-vector spaces:

Hom(X ® Y, Z) = Hom(X,Hom(Y, Z)) (Hom-Tensor adjunction)
and
Hom(X,Y ® Z) = Hom(X,Y) ® Z.
This gives (recall that H* = Hom(H, K) and A = K® A):

Hom(H® A, A) Hom(A,Hom(H, A))
Hom(A,Hom(H,K® A))
Hom(A,Hom(H,K) ® A)
Hom(A, A ® HY).
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The twist in the last step is necessary, not for the existence of the isomorphism, but
to make it behave, with respect to module and comodule structures.

Definition 2.1.1. Let H be a K-Hopf algebra and A a left H-module algebra. Consider the
map j: A® H — End(A) = Hom(A, A) defined by j(x @ h)(y) = x - h(y). In other
words: j(x ® h) is the action of h on A, followed by left multiplication with the element x.
Then A is said to be an H-Hopf-Galois (or H-Galois) extension if the map j is bijective.

We remark that if j is bijective and n, m denote the K-dimensions of A and H
respectively, then we get an equality nm = dim(A ® H) = dim(End(A)) = n? and
hence n = m.

The prime example is the Hopf algebra K[G|, where G is any finite group, for
any ¢ € G we have Ag(g)(g) = ¢ ® g, the antipode Sk¢) sends g to its inverse, and
ex(g)(§) = 1. Assume L/K is G-Galois. Then L becomes an H-module algebra by
defining a7 (g ® x) = g(x); the action of the Galois group is simply encoded as a
map K[G] ® L — L. We check that L is indeed a module algebra: let x,y € L and
g € G. Then g(xy) = g(x)g(y), and on the other hand

Agig(8)(x®y) = (g®g)(x®y) = g(x) ®g(y),

which contracts to ¢(x)g(y) under multiplication. The condition concerning the unit
map is obviously satisfied.

Dedekind has already showed that the elements of G, considered as elements of
End(L), are linearly independent, if we make End (L) into an L-vector space, vie left
multiplication by elements of L. But this is exactly saying that the map j is injective.
So for reasons of dimension, j is bijective.

Let us discuss H* and the comodule-algebra structure f; : L — L ® H* in
detail, to get a clear picture in this classical setting. A basis for H* is given by the
elements e, (¢ € G), where e; : K[G] — K is extraction of the g-th coefficient:
eg(Xpeg rnh) = rg. We calculate the structure maps. First, since every k € G satisfies
Ap«(k) = k®@k, we get (eg - ey) (k) = eg(k)ey (k) forallg, h, k € G; thisis1ifg = h =k
and 0 otherwise. Therefore egey, is g if ¢ = h and 0 otherwise. Elements e with e = e
are commonly called idempotents.

Now for the diagonal map of the dual; it is given by Ap«(eg)(h ® k) = eg(hk).
This is 1 if hk = ¢ and 0 otherwise, so Ay« (eg) is the sum of all ¢, ® e such that
hk = g. We leave it to the readers to determine the augmentation and the antipode
of H*.

The dual H* can be described more simply as the set of maps Maps(G, K), also
written K©; a G-tuple (r¢)4ec is simply the map on G sending g to r¢. In other terms,
the tuple (r¢)gec is Y 75€g, and the idempotent eg corresponds to the tuple having
exactly one 1 at position g and zeros otherwise. From this one also sees that L ® H*
likewise identifies with LG (the set of maps from G to L). We may now elucidate the
comodule structure.

The general rule for getting B4 from a4 uses a “dual basis” {h;, ¢; }; (see Defini-
tion 1.2.24) for the pair (H, H*), and says f(x) = Y ;jm(h; ® x) @ ¢; = Y; hi(x) & ¢;.
(Recall that the rule going the other way is even simpler). In our case we already
have a beautiful dual basis: the elements ¢ € G for H, and the idempotents ¢, for

H*. Thus:
Blx) =) g(x) @e,.
geG
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If we look at the identification L ® K© = L, the last sum is simply the map G — L
taking the value g(x) at g; in other words, the tuple (g(x))¢cc-
We need another definition.

Definition 2.1.2. Let | be another K-Hopf algebra, and A be a J-comodule algebra via f =
Ba:A— AR Wedefineamapy: AQA — AR Jviay(x®y) = (x®1)B(y).
(So it is identity on the lefthand tensor factor, and restricted to the righthand tensor factor of
its source, it is B.) Then A is called a right H-object if the map vy is bijective.

Let us show that in the above example, the map L — L ® H* = LC gives an
H*-Galois object. Let {x1,...,x,} be a K-basis of L. Injectivity of 7y : L® L — L®
means that the elements B(x;) are not only K-linearly independent, but even over L.
Let us show this. We need that the n row vectors (g(x;))¢ are L-linearly independent.
It is equivalent to say that the square matrix M = ( g(x,-))l.lg has maximal rank. But

now we look at the columns ( g(xi))l. of M. They are L-independent iff the elements
g of G are L-independent considered as maps L — L. And this is known, again
thanks to Dedekind.

Before proceeding, let us present another important class of Hopf-Galois exten-
sions/objects.

Definition 2.1.3. Let n be a fixed positive integer; a K-algebra A is called fully n-graded
if
A= P A, dimg(A)=1 Vi
i€Z/nZ
and for alli,j € Z./nZ, the multiplication of A induces an isomorphism A; @ A; — Ajyj.
In simpler terms, if A; = Kx;, then x;x; = u; jx;j where u;, ; € K is not zero.

Example 2.1.4. Assume u € K, a is a root of x" — u, and the latter polynomial is
irreducible. Put A = K(«) (a field), and A; = Ka'.

Now let C be another cyclic group of order n, written multiplicatively, with gen-
erator c. We will show that any fully n-graded algebra A is an H-Galois extension
with H = K¢ and an H*-Galois object with H* = (K)* = K|[C]. Let us begin with
the latter. The map f: A — A ® H* = A[C] is defined as follows: Put fx = x ® ¢’
if x € A; (one says: x is homogeneous of degree 7), and extend by linearity. Coasso-
ciativity is easy: take x € A;. Then (1® A)B(x) = x®@ ¢ ® ', and B ® 1 applied to
B(x) = x ® ¢ gives the same. Let us also check that the induced map 7 is bijective.
Take a basis x; of every A;. Then y maps x; ® x; to xjx; ® ¢, and the “fully graded”
condition ensures that these elements generate all of A[C]. This makes <y surjective,
hence bijective.

Let us quickly describe the corresponding H-Galois structure on the fully n-
graded algebra A; details left to reader. Recall that H = K© has a K-basis (g, e1, ... e,_1)
of idempotents, each e; acting on K[C] as extraction of the coefficient at ¢. One can
then check that ¢; € H acts on A as projection to the direct summand A;. — We note
in passing that one can prove a converse: indeed A is an H*-Galois object (or as
we will see: equivalently, an H-Galois extension) only if A is fully graded and the
structures arise exactly as described.

We will now show that our definitions of Hopf-Galois extension/object behave
well in general when we switch the side. In the concrete examples above, we checked
it or at least mentioned it.



Proposition 2.1.5. Let H be a K-Hopfalgebra,ando : HQ A — A, : A — AQ H”
be (co)module algebra structures that correspond to each other. Then A is an H-Galois
extension if and only if A is an H*-Galois object.

Proof. The only real point is that the map j (attached to «) is bijective if and only if
the map <y (attached to B) is bijective. Ensuring this equivalence is a bit technical,
and we omit some details. Recall that the algebra A is assumed to be commutative.

We start by exhibiting two canonical K-linear maps. Both are isomorphisms; we
will not check this (it can be done by picking bases for example). They are:

n:A®H — Homu(A® H",A), n(a®h)(bxd)=¢(h)-ab,
and
0 :Homg (A, A) =End(A) — Homu(A® A,A), 6(f)(a®@b)=af(b).

Recall our twomapsj: AQ H — End(A)and y: A® A — A ® H*, given by
jla®h)(b) = ah(b) and y(a®@b) = (a®1) - B(b). The map 7 gives rise to another
map v* = Homx(7y, A) going from Homy (A ® H*, A) to Homy (A ® A, A). We
consider the following diagram:

A®H J End(A)

I |

Hom (A ® H*, A) ——~Hom (A ® A, A).

If we can prove that this square commutes, then we are done: given that the vertical
maps are bijective, the upper horizontal map will be bijective if and only if the lower
one is.

As a preparation we calculate: v*(f)(a®b) = f(y(a®b)) = f((a®1)-B(b)) =
f(X () ab) ® br1)). Now we take an element a ® & in the upper left hand module
and chase it two ways. We have j(a ® h)(b) = ah(b), so

djla@h)(c®@b) =cj(h®a)(b) = cah(b).
Now for the other way round the square (f being replaced by #(a ® h)):

Yna@h)(c@b) =nla®@h)(}_ cbg) @ b)) =a)_cbg) @h(by) = ach(b).
(b) (b)

This concludes the argument. O

Now we turn to a version of the classical Galois correspondence. For a G-Galois
extension L/K, we can associate to every subgroup U < G an intermediate field
Fix(U) = Fix(L,U) = {x € L : o(x) = x Vo € U}, and it is known that we
obtain an inclusion-reversing bijection between the set (lattice) of all subgroups of
G and the set (lattice) of all fields between K and L (see Theorem 1.1.51). In the Hopf
setting, there will be two versions again, on the module side and on the comodule
side. It will be important to see that these two ways of viewing the correspondence
are equivalent. We say already here that in general the new correspondence will not



be perfect - we will not get all intermediate algebras between K and A, not even if
A = Lis afield.

If L/K is G-Galois, it is a H-Galois extension with H = K[G] as seen before. For
any subgroup U < G we have the sub-Hopf algebra H' = K[U] in H, and the fixed
field E = Fix(U) can be described as

E={x€L:h(x)=¢(h)(x)Vh e H'}.

In other words, E is the subalgebra annihilated by the augmentation kernel of the
sub-Hopf algebra H'. This lends itself to a generalization. We note already here:
If ] and ]’ denote the duals of H and H’ respectively, then ] = KC, J' = KY, and
the induced surjective homomorphism | — ]’ of Hopf algebras, call it g, is simply
restricting a G-tuple to an U-tuple. We will come back to this.

Definition 2.1.6. Let A be an H-Galois extension, and H' C H an arbitrary K-sub-Hopf
algebra. The fixed algebra Fix(A, H') = Fix(H') is defined as the set {x € A : h(x) =
e(h)(x) Vh € H'}. Note that we use the simpler notation h(x) instead of x o (h @ x).

It is obvious that Fix(H') is a subspace of A.
This construction reduces to the usual “fixed field” operation in the classical case,
as seen above.

Example 2.1.7. Let us review the fully graded situation for another example. We
take A to be a fully n-graded K-algebra, with its structure of H-Galois extension,
where H = K¢, and C is cyclic of order n generated by c. If m is a divisor of 7,
and C’ cyclic of order m, then there is a canonical surjective group homomorphism
C — C’, mapping c to ¢ (a generator of C’). This gives a sub-Hopf algebra H' C H,
consisting of the tuples (r;) whose i-entry r; € K depends only on i modulo m, not
just modulo n. We look at elements a = ) ;a; € A, where a; € A;, and we ask
when such an element is annihilated by all h — ¢(h) with h € H'. Let0 < k < n
not be divisible by m. Then there is an m-periodic tuple r having rp = 0 and r, = 1.
Applying it to a, we get zero only if a; = 0. So we find that Fix(H’) consists exactly
of those 2 which have nothing in all degrees k that are not divisible by m; and this is
the fully n/m-graded algebra } o<; i Ai = Ao ® Am ® Ao @ ...

Let us now describe the Fix construction on the comodule side, starting with a
motivating example. We will conclude this section by a proof that we get the same
outcome of the Fix construction on both sides.

Consider A = L a field Galois extension of K with group N. Then L is a J-object,
with ] = KN = Maps(N, K); the map B sends x € L to the tuple (¢(x))sen. Let N’
be any subgroup of N. This gives a surjective homomorphism ¢ : | — J' = KV ,
simply by restricting tuples. We then have two maps fi,f, : L — L® ] = LN "
The first is B followed by L ® g, so x goes to (T(x))rens- The map f, sends x € L to
(x,...,x), thatis, the N'-tuple which has all entries equal to x.

Then it is pretty obvious that f1(x) = f,(x) if and only if x is fixed under the
subgroup N’; in other words, the so-called equalizer {x € L : fi(x) = fa(x)} of
the two maps f1 and f; is the fixed field of N’ inside L. We now generalize this
construction.

Let A be a Hopf-Galois object for the Hopf algebra ], and let g : ] — ]’ be any
surjective homomorphism of K-Hopf algebras. Let u = up be the unit map of the
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algebra J', that is, the map K — ]’ that sends r € K to 7 - 1;. (One might consider

u as an inclusion, but in the example J' = KN " this would be a bit unnatural as we
will see.) We define Fix(g) C A to be the equalizer of the two maps

A—A®] — A®], x+— (ida®g)B(x);
A— AR] — A®]J, xvr— (idy @ ue)B(x).

Let us check that this reproduces taking a fixed field, in the particular case just
discussed: Here g : KN — KN’ is the restriction map. The first map in the dis-
play just above specializes to the map fi. We look at ue: As u : K — KN "is the
diagonal, sending x to (x, ..., x), we get that ue: sends an N-tuple y to the N'-tuple
all of whose entries are y, (the e-entry of ). Hence the second map in the display
specializes to f», as desired.

The proof of the following result has no particular difficulties (use the defini-
tions) and is omitted.

Proposition 2.1.8. 1. If A is an H-Hopf-Galois extension and H' a sub-Hopf algebra of
H, then the set Fix(A) is a subalgebra of A.

2. If A is a J-Hopf-Galois object and g : | — ]’ a surjection of Hopf algebras, then the
set Fix(g) is a subalgebra of A.

The operators Fix enjoy more properties. They are injective in the sense that
different sub-Hopf algebras (quotient Hopf-algebras) lead to different (co)fixed al-
gebras, and one can also predict the dimension of the fixed algebra. To prove these
statements, we need more technique, so this is deferred. For the moment, we “only”
prove compatibility of the Fix operators on the two sides. We consider the usual sit-
uation: A is a H-Hopf-Galois extension viaa : H ® A — A, and the corresponding
structure of A as an H* = J-Galois objectis : A — A ® J. Let H' be a sub-Hopf
algebra of H. Dualizing the inclusion H' — H gives a surjective Hopf algebra map
] — J' = (H')*, which will be denoted g.

Theorem 2.1.9. With these notations and assumptions, the fixed algebra Fix(H') C A
agrees with the cofixed algebra Fix(g).

Proof. Recall the transition rule: if f(x) = Y () x(0) ® x(1) with x(;) € ], then for
v € H, we have u(x) = Y () ¥(o) - X(1)(v). Let us assume x € Fix(g), s0 ¥ (y) X(0) ®
g(x(1)) = L) x(0) ® ujej(x(1)), where the structural maps iy, ¢; belong to J. Then
i7(1) applied to v € H is the scalar ¢ (v). We get for v € H’ (the ¢ may be inserted
because v is not just in H but in H'):

o(x) = %x(o)-x(l)(v)
= %xm)-g(xa))(v)
= (%xm)'im(x(l))@)
= (>x:)x<o>-eH<v>ef<xa>>
= ¢en(v) - x,



so x is indeed in Fix(H').

For the other direction, assume that x is in Fix(H’). We choose dual bases (u;, I;)
(withi =1,...,n) for H and ] such that the following hold. h; is the unit element of
J (thatis, hy = ey); ug = 1y; uq, ..., u; are a basis of H' and all of them but u; are in
the kernel of augmentation; and hy 1, ..., h;, are a basis of the kernel of ¢ : | —> T
In particular, (u;,h;)1<;<k is a dual basis for the pair H', J’. By the general transition
rule from modules to comodules, we have B(x) = Y/ ; u;(x) ® h;. Hence we obtain

(denoting the map g : ] — H’ simply by overbar)

n

(1®g)B(x) = ) ui(x) ®h;.

i=1

We now use that for i > k the term k; vanishes, that u;(x) = x, and u;(x) = 0
for i = 2,...k since x is H'-fixed; so the RHS in the preceding equation is simply
x ® h1. On the other hand, u j¢j annihilates all i; with i > 1, so we likewise obtain
(M@ usep)(Liui(x) ®h; =1-x@ujsej(hy) = x ® hy. Therefore x is cofixed under g,
as desired. O

2 Hopf-Galois structures on separable extensions

2.1 Describing (Hopf) algebras via I'-sets

Our goal in this section is a description of finite-dimensional commutative algebras
A over a fixed base field K by a simpler object, almost combinatorial in nature. A de-
scription of (finite-dimensional) commutative K-Hopf algebras will also emerge al-
most for free. This technique will allow to prove some missing facts about (co)fixed
algebras in a Hopf-Galois situation, and it is an easy way towards Greither-Pareigis
(GP) theory, which will be treated in the next section. We will assume for simplicity
that our base field is of characteristic zero (or a finite field), so that all field exten-
sions are separable. (It would be sufficient to assume that all algebras that we use
are “separable”, but then we would have to define what that means.)

Every field K has an algebraic closure K, which can be thought of as a filtered
union of finite (in particular algebraic) field extensions L/K. In every concrete sit-
uation it would be enough to work with one such extension L/K. But very often
that field L needs to be changed (e.g. enlarged) in a longer argument, and it is a hin-
drance to fix such an L too early. The situation is similar to polynomials: one needs
the full polynomial ring a priori, and bounds on degrees of polynomials often tend
to obscure theoretical arguments that are otherwise clear. The price to pay is that
I' = Tk, the automorphism group of K/K, is (almost always) infinite. But this group
bears a very nice topology, called profinite. It suffices to know the following facts:
The open subgroups U are exactly the fixed groups of finite extensions L/K, and
they have finite index, equal to [L : K], in I'’; every open subgroup contains another
subgroup V still of finite index which is normal in I, and then G = I'/V is the Galois
group of the fixed field Fix(V)/K. The group I' will act on various finite sets , and
all actions will be continous in the following sense: for every s € S, the so-called
stabilizer I's = {7y € T : 9s = s} is open. Then the intersection of all stabilizers is
again open, contains an open normal subgroup V, and “in reality” the action is then
via the finite group G =T/ V.



After these preliminaries, let us repeat what a I'-set S is: it is a set together with
amap I' x S — S denoted by a dot in the middle or by nothing, such that some
obvious axioms are satisfied: ers = s, and B(ys) = (By)s foralls € S, B,y € T. We
also say: The group I' operates on the set S. The stabilizer of an element has already
be defined; it is always a subgroup. A typical example is the set S = {1,...,n},
acted upon by the symmetric group of order n!.

Another example is the linear group GL(n, K) action (via left multiplication by
matrices) on the column space K".

We offer some more remarks about group operations, for later use.

(1) The notion of morphism between two I'-sets is so obvious that we do not have
to write it down.

(2) If sp € S, thenTsyg = {ys : v € I'} is a I'-subset of S, and it does not contain
any nonempty smaller I'-subset. Such subsets are called orbits. Every I'-set S
is the disjoint union of its orbits in an essentially unique way:.

(3) Forany subgroup A < I', the set of cosets YA, v € T, is a I'-set, via the operation
p(vA) = (py)A. Ttis written I'/ A (careful: this need not be a group unless A is
normal), and it has only one orbit.

(4) Every orbit in a I'-set is isomorphic to the I'-set I'/ V, where V is defined to be
the stabilizer of a chosen element.

Let Ak be the class (or category) of all commutative finite-dimensional K-algebras
without nilpotent elements, and let St be the category of all finite I'-sets (with con-
tinuous action, always), where I is short for I'x. Our goal is to establish inverse
bijections (more precisely equivalences of categories) ® : Ax — Sr and ¥ going
the other way, and to see what happens to Hopf algebras under this correspondence.
We need a minimum of algebraic informaton on algebras.

Proposition 2.2.1. Let A be a finite-dimensional commutative K-algebra. If A has no
nonzero nilpotent elements, then A is isomorphic to a finite product of fields L; with [L; :
K] < oco. (The reverse implication is also true, and obvious.)

Proof.  (a) We first argue that A has only finitely many maximal ideals. Indeed let
(m;);en be an infinite list of distinct maximal ideals. If we take x; € m; \ mgq
for all i < s, then the product x1 - - - x5 is in the intersection m; N ... N mg but
not in m,; 1. Hence the intersection my N ... Nmg 1 is properly smaller than
my N...Nmg, which means that we have a properly descending infinite chain
of ideals, which is of course impossible.

(b) Every prime ideal p of A is maximal. Indeed if p is prime, the factor ring A/p
is still finite-dimensional over K and has no zero-divisors. It is well known
that this forces A/p to be a field. That is, the ideal p was maximal.

(c) The set of nilpotent elements in A is equal to the intersection of all prime ideals.
This is a standard fact with a standard proof, which will be omitted here.

(d) Now let my,..., m; be the complete list of the maximal ideals of A. This is
also the list of all prime ideals, so the intersection of the m; is zero, by part (c)



and our hypothesis. By the Chinese Remainder Theorem we get A = A/0 =
t_, A/m;, and it suffices to put L; = A/m;.
O

We now define the map (functor) ® : Ax — Sr by setting
®(A) = Algy (A, K).

Here Alg, (A, K) denotes the set of K-algebra homomorphisms ( = K-linear ring ho-
momorphisms) from A to K. We make I act on ®(A) by the formula v - ¢ = v¢ :
A — K, forall ¢ € Alg,(A,K) and 7 € T. Recall that I' is the automorphism group
of the field K over K, so the composition y¢ makes sense.

It is easily seen that ®(A; x Ajp) is the disjoint union of ®(A;) and ®(A;) (a
homomorphism ¢ must map exactly one of the idempotents (1,0) and (0,1) to 1,
and the other one to 0). If A = L is a field finite over K, then the action of T' on ®(L)
really happens through G = Gal(M/K) = I'/ Fix(M), where M is any normal field
extension of K which is again finite-dimensional. We also note that the cardinal of
®(A) is the K-dimension of A, as is easily seen by reduction to the case that A = L
is a field.

Example 2.2.2. Let K = Q and A = Q(i). This is already a normal field extension.
The set ®(A) has two elements fy and f1; one of them is the inclusion in Q, the other
is complex conjugation. More generally, if A = L = K(«) where p(x) is the minimal
polynomial of a, then ®(L) corresponds to the set {a, a2, ..., & jeq(p) } Of roots of p(x)
in the algebraic closure, just by looking at the image of « under f. This also shows
that the cardinal of ®(L) equals [L : K]; because of the compatibility with products,
we have |®(A)| = dimg(A) in general.

Let us now define ¥ : St — Ag. Generally Maps(X,Y) denotes the set of
mappings from X to Y (this was also written YX earlier). If both sets are I'-sets, then

we let Mapsp(X,Y) = {f : X — Y|f(yx) = vf(x) Vx € XV € T'}. Define
¥ (S) = Mapsy(S, K).

Via pointwise operations, ¥(S) becomes a commutative ring, and also a K-vector
space; we will see its dimension is |S|. This K-algebra obviously has no nilpotents,
soitisin Ag.

The two operators are inverse to each other. We will show this and in the process
gain a better understanding. Assume S is an orbit. Then S = I'/U with an open
subgroup U. Let L be the fixed field of U. Then [L : K] = [I" : U]. We claim
®(L) identifies with S. Indeed via restriction, T surjects onto Alg(L, K, and v,d €
I' become the same there iff their restrictions to L agree as maps; this in turn is
equivalent with 16 being identity on L, that is, v~16 € U, and this is finally the
same as saying YU = é6U. On the other hand we claim that ¥ (I'/U) identifies with
L. Indeed, for every f € Maps(I'/U, K, the element x = f(erU bust be fixed under
U, hence in L; on the other hand, f is determined by x, given that f(yU) must be
v(x), and any x € L may take this role.

So we see that ® and Y define inverse bijections between (finite) I'sets which are
orbits on the one side, and K-algebras which are field on the other side. Now any
I'-set is the disjoint union of its orbits, and any algebra A is the product of fields. So
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the claim about ® and ¥ also hold for the larger domains where they are defined,
given that our operators turn disjoint unions into cartesian products In passing we
have also proved: |®(A)| equals the K-dimension of A.

We give some examples:

Example 2.2.3. Recall that for any open subgroup H (of finite index) in I, we saw
that the fixed field L of H inside K corresponds to the I'-set I'/ H.

Example 2.2.4. Let I be any finite set with trivial I'-action (which means i = i for
all y € T, i € I). What are then the I'-invariant maps f from I to K? All values of f
must again be fixed under I', and the fixed field of I' is the ground field K, so we get
¥ (I) = Maps(I,K) = K! the direct product of copies of K, indexed by I. A special
case of this is: The “trivial” algebra K corresponds to the one-point set. (Of course
the operation on that set cannot be other than trivial.)

Example 2.2.5. Fix an integer n > 1, and choose a primitive n-th root {,, of unity in

K. We define the cyclotomic character w : T — (Z/nZ)* by v(Z,) = g;;’”). Using
this we make Z/nZ into a I'-set, which will actually be considered as a I'-group
later on: we denote reduction mod n by an overbar and define

vy-a=w(y)a, a€Z/nZ.

Denote by C,, a multiplicatively written cyclic group of order n, and pick a generator
0. Let A = K[C,] be the group ring; we have A = K[x|/(x" — 1) with ¢ mapping to
X.

We claim that ®(A) is Z/nZ with the cyclotomic I'-action just defined. Indeed,
the algebra homomorphisms from A to K are completely determined by the image
of o, and this can be any power of ,,. Thus, let ¢, : A — K be the homomorphism
that sends o to {j,. If we apply -, we get the homomorphism that sends o to y({%) =

4" Identifying (% with @ € Z/nZ we get the claim.

Example 2.2.6. We have seen that ® turns direct products of algebras into disjoint
unions of sets. It is natural to ask: What corresponds to the direct product of sets
on the algebra side? The answer is simple, nice and important: ®(A ® B) can be
naturally identified with ®(A) x ®(B), since every algebra homomorphism starting
from A ® B is uniquely characterized by what it doeson A = A® 1, and on B =
1® B.

At the end of this section, let us reconsider Hopf algebras in the light of this cor-
respondence. We have not yet commented on the obvious fact that & and ¥ are not
only defined on objects but also on maps (the technical details can safely be left to
our readers); and both of the correspondence reverse the direction of the maps. Oth-
erwise everything is preserved. Now a K-Hopf algebra H is just a K-algebra, with
three extra algebra maps, which are (in order of decreasing complexity): the comul-
tiplication Ay : H — H ® H, the antipode sy : H — H, and the augmentation
ey : H — K. These maps must also obey certain axioms, coded as diagrams. The
nice thing is now that we can mechanically translate all these things in the category
of I'-sets. Let S = ®(H). Then:

* Aggivesmg:S xS —S;
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* sy givesig:S — S;

e ey : H — K gives a map from the one-element set to S, that is: a distin-
guished element eg of S.

From the nature of the diagrams it becomes clear without further effort that the
Hopf axioms translate into saying that S is a group under mg, with neutral element
es and inverse map ig. Furthermore, all maps on S etcetera are I'-invariant. Let us
define a I'-group N to be a group N which is also a I'-set, with the obvious compat-
ibility condition that multiplication and formation of inverses commute with the T’
action and ey is I'-fixed. (This is actually a consequence. ) We obtain:

Theorem 2.2.7. There are inverse bijective correspondences @' and ¥’ between the category
Hx of finite-dimensional commutative K-Hopf algebras on the one hand, and the category
gr of finite I'-groups on the other. As before, the correspondences reverse all arrows; the
product of I'-groups corresponds to the tensor product of Hopf algebras.

We give a few examples.

Example 2.2.8. Let us resume Example 2.2.4, assuming that the finite set I is a group
(still with trivial T-action). Then ¥(I) = K! becomes a Hopf algebra; let us look at
the details, and we will recognize an old acquaintance . For i € I let ¢; € K! be the
idempotent having 1 at position i and zero everywhere else; then (e;);c; is a K-basis
of K!. From the definition of ¥ one can easily check the following:

Ne; = Z ej @ ex;
jrk=i
s(e;)) = ej1;
e(e;) = ;1. Kronecker’s delta; 1 is the neutral element of I

Example 2.2.9. We go back to Example 2.2.5. We have the Hopf algebra H = K[C,]
with Ag(c) = c®0, Sy(c) = ¢!, and ey(c) = 1. Recall that S = ®(H) =
{¢o,...,¢n_1} where ¢;(¢) = !, We want to determine the group structure of S,
which as a set was in canonical bijection with Z/nZ, so we expect that bijection to
be also a group homomorphism. This is indeed the case: The product ¢;¢; in S is
given by the composition

H— H®H—K,

with the last map being h ® i’ —— ¢;(h)¢;(h’). Evaluated on o, we get o ® ¢ and
then ¢;(c)¢;(c), which is ¢; (). So indeed ¢;¢; = ¢;;. This suffices to pin down
the group structure. Recall that we already determined the I'-action; one should
spend a moment checking directly that the action is compatible with the group struc-
ture, as it has to be.

2.2 Translating Hopf-Galois structures and the Fix construction

We have a good understanding of algebras and Hopf algebras, via our correspon-
dence. It will not be a surprise that the correspondence also applies to Hopf-Galois
situations. Let us note two things: the resulting description is really simple, much
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simpler than the original one (this is perhaps not surprising), and the coalgebra ver-
sion (Hopf-Galois objects) is much more suitable for the translation than the algebra
version (which is perhaps surprising at first).

Recall what it means that A is an H-Hopf-Galois object: we have a sort of di-
agonal p: A — A ® H which is co-associative and co-unitary, and the induced
map

Y:ARA—A®H, a®b+— (a®1)-B(b)

is an isomorphism. (Equivalently, A is an H*-Hopf-Galois extension, but this will be
in the background for the moment.) We proceed to translate this into the language
of I'-sets. Let A correspond to the I'-set S, and let H correspond to the I'-group N.

Then B translates into a map m = mgy : S x N — S. The axioms of coassocia-
tivity and co-unitarity are equivalent then to saying that m defines a (right) action
of the group N on §, so S is a right N-set. (Recall that S is a left I'-set.) We now ask
ourselves what the bijectivity of v means in terms of sets; the answer will be nice.
As a preparation we need:

Definition 2.2.10. Let I1 be a group acting on a set X from the right. (Left actions can be
treated similarly.) Then the action is transitive, if for any two x,y € Y there is T € 1T with
x7t = Y. The action is called simply transitive, when this 7t always exists, and is unique.

Remark 2.2.11. The action is transitive iff X is an orbit, that is, isomorphic to U\
for some subgroup U. The action is moreover simply transitive iff that subgroup
is trivial. In other words: A set X with a simply transitive action of a group () is
basically a copy of the group, only that in X we do not have a distinguished element,
like the unit element in ().

Proposition 2.2.12. With the above notation, the map vy is bijective if and only if the result-
ing action of N on S (on the right) is simply transitive.

Proof. One mechanically translates  intoamap g : S x N — S x §, given by
q(s,v) = (s,sv). The bijectivity of g is then equivalent to the simple transitivity of
the action of N on S. L

This situation is only possible if S and N have the same cardinality. We already
know that these cardinalities are equal to the respective K-dimensions of K and H.
So we recover the fact that a Hopf-Galois situation is only possible if the algebra and
the Hopf algebra have the same dimension.

To complete the picture we revisit the Galois correspondence, that is, fixed and
co-fixed subalgebras. As mentioned before, it is simpler to work with the comodule
side. So assume that the algebra A is a J-Hopf-Galois object, and ¢ : | — ['is a
surjective homomorphism of Hopf algebras. Let S = ®(A), N = ®(]), and N’ =
®(J'). Then S has an action of N from the right which is simply transitive, and N’
embeds as a subgroup of N (we consider this as an inclusion). Let B = Fix(g¢) C A
be the co-fixed algebra; we want to understand T = ®(B).

To do this we just have to translate the construction. As a set or vectorspace, B
was defined as a difference kernel of two maps Jp and ;. That is, B is the largest
subalgebra of A such that composing the inclusion : : B — A with &y, and J; re-
spectively, gives the same map. Hence T is the finest surjective image of S such that
composing ®Jy (and PJ; respectively) with the surjection S — T gives the same
map. In other words, we are looking for the equivalence relation on S generated
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by the postulate that ®dy(z) and Pd(z) are equivalent, for all z in the domain of
definition of the ®4;, whichis S x N'. Now ®¢j : S x N’ — S isjust the action of N
on S, restricted to N'; and ®¢; is the “no action” map, sending (s,v) — s* 1y = s.
Thus we are looking for the finest equivalence relation on S that makes s and s * v
equivalent, forallv € N'.

This description is very concrete: T is just “S modulo N'”, that is, the set of
N’-orbits in S. This set T still has an action of N from the right. The fact that N
acts simply transitively gives at once that all N'-orbits have |N’| elements, so |T| =
IN|/|N'|. We also see that T (or rather the equivalence relation defining it) allows
to recover N'. We repeat these insights:

Theorem 2.2.13. Let the notation be as above. Then we have an equality dimg(B) =
dimg(J)/ dimg(J'). Moreover the operator “co-fixed algebra” is injective, in the sense that
surjections | —» J" and | — J" that give rise to different subgroups N', N"" will also give
rise to different co-fixed algebras.

2.3 Base change

In this short section we take a different look at the (Hopf) algebras defined by I'-
sets, and I'-groups, respectively. This view is often taken in the literature, and there
it comes under the name “faithfully flat descent” or “Galois descent”.

The correspondences defined in the preceding section depend on the base field
K; in the present section it will be better to include this in the notation, writing ®x
instead of ®, and so on. Whenever L is a finite extension of K within K, the algebraic
closure of L is still K, and T = Aut(K/L) is an open subgroup of I'g. (Recall that if
L is normal, then G = I'k /T'; is the Galois group of L/K.)

We slightly rewrite the definition of ¥x. Remember that ¥x(S) is the set of all
['k-equivariant maps f : S — K. Actually Maps(S, K) is itself a I-set, by setting

(Y)(s) =vf(r71s), f:S—KseES.

When one checks that this does define a I'k-action, one will also see that one re-
ally needs to take inverses as written. But it is then clear that Maps. (S,K) is then

exactly the set of all f € Maps(S, K) which are fixed under this new action.

For the next lemma (which is simple but fundamental) we need a harmless bit
of notation: if X is any I'k-set, and L as above, then X|L is the same set as X, but
with restricted action: only I'; acts. It may seem unnecessary to indicate this, but
the reader will see that it is useful for clarity.

Lemma 2.2.14. With the above notations, we have for every commutative finite-dimensional
K-algebra A the following:
Op (L @k A) = Px(A)|L.

Proof. Again this will follow from the defining properties of the tensor product. Let
us look at L-algebra homomorphisms ¢’ : L®x A — K. Then ¢/(y ®4a) =y - ¢'(1®
a)forally € Land a € A, so ¢’ is uniquely determined by its restriction ¢ to 1 ® A,
which we identify with A. This already identifies 1 (L ® A) with P (A) as sets. It
is then obvious that the action of I'; is the same on both of these sets, now identified,
which finishes the argument. O
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The following will be formulated for commutative K-algebras, but everything
holds also for comm. K-Hopf algebras with the appropriate changes. Consider a I'-
set S and the corresponding algebra A. There exists an open subgroup U of I' such
that H acts trivially on S, and we can even take U normal.

Let M be the fixed field of U; then U = T'y;, and G = I'/U is the (finite) Galois
group of M/K. By the lemma, M ® A is the “trivial” algebra M® = Maps(S, M),
because the I'j;-action on Maps(S, K) is just given by the action on K, and the fixed
field is M. The factor group G acts on Maps(S, M) in a way totally similar to the I'x-
action on Maps(S,K): given g € Gand f : S — M, we have (¢f)(s) = gf(g's).
Thus G acts by K-algebra automorphisms on M ® A, and the G-fixed subalgebra is
A, for the following reason: Taking I'x-invariants at once is the same as first taking
I'y-invariants and then taking G = I'r /I'p-invariants. Thus every comm. K-algebra
A can be obtained from a “trivial” M-algebra by taking invariants under a suitable
Gal(M/K)-action, for a suitable finite Galois extension M /K. This M is also called
a trivializing extension for A.

2.4 The so-called Greither-Pareigis correspondence

In this section, actions of I" will be denoted by a dot - (or nothing), and an action of
a I'-group on a I'-set will be denoted by *. The former is from the left, and the latter
usually from the right.

Our classical example is A = L a G-Galois extension of K, with the structure
of K¢-Hopf-Galois object given by B(x) = Y¢ec 8(x) ® eg. The I'-group N corre-
sponding to K is the group G with trivial T-action; the I'-set corresponding to L is
S = G = I'/H where H is the group fixing L, with the obvious left I'-action; and
one checks that the action of G (as the group) on G (as the set) is again given by the
group structure in G. This time the action is on the right.

Now let us look at a general situation: A is an H-Hopf-Galois object, with A
corresponding to the I'-set S and H corresponding to the I'-group N. It is intentional
that we don’t use the letter G here, since we are not assuming that A is a G-Galois
extension of K. By translation we get a simply transitive action * : S x N — S.
The map N — Perm(S) which sends v to 71, : S 3 s — s * v is injective, and an
anti-homomorphism of groups (if we use the usual composition as the group law in
Perm(S). Thus, giving N and its action on S is the same as giving a simply transitive
subgroup I'T = {7, : v € N} of Perm(S).

Let us denote the map s — 7 -s (withs € Sand y € I') by A,. (Later this will
indeed be a left multiplication.) The I'-invariance of * gives the following formula,
foryel,ve N,ands € S:

Ay(7u(3)) = TTyu (A4 (5)),

that is,
Ty = Aym)\;l,

or in terms of the group I1 (we simply transfer the I'-action from N to IT):
v-p=APpAY, Vo €TL

This shows that in our setting the I'-action on I (or N) can be determined from the
other data, and moreover that IT as a subgroup of Perm(S) must be normalized by
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all the A, with v € T'. (If () is any group with any subgroup U, then x € () is said
to normalize U iff xUx~! = U. The set Nq(U) of all x that normalize U is called the
normalizer of U in (). It is the biggest subgroup of (2 which contains U as a normal
subgroup.)

Now assume A = L is a field. Then the I'-set S becomes an orbit: it is I'/T’
with I the open subgroup fixing L. (We have replaced U by I, to conform with the
literature.) Then A, : I'/T' — T/T" is indeed multiplication by < on the left. We
repeat what we have just seen:

Proposition 2.2.15. Let S = I' /T as above and let IT C Perm(S) be a simply transitive
subgroup. Then the resulting action * : S x Il — S is I'-equivariant if and only if the
I'-action on 11 is given by the formula

Y= AyTIA, L
In particular I1 must be normalized by all the left translations A.,.

Let us denote the subgroup of Perm(S) made up by all the A, by A. We refor-
mulate our findings as follows.

Theorem 2.2.16. Let L/K be a field, finite over K, with fixed group T" C T. Then all
instances of “L is a H-Hopf-Galois object” are given by simply transitive subgroups 11 C
Perm(T'/T") such that I1 is normalized by A. The Hopf algebra H is given by the group 11
and the T'-action via A (by conjugation).

In the classical example where L/K is Galois with group G, the group I1is made
up by all right translations p,, as we have seen. Let us state this again, in differ-
ent words: G = I'/I” (which is also S!!), the group G acts on the set G by right
multiplication, so Il = G acting by right multiplications on G. Here II is not only
normalized by A but actually centralized.

Let us revisit another example. Let K = Q, p an odd prime, a € Q not a p-th
power. Let « = {/a. Then L = Q(«) has degree p; put H = Q[C where C is a cyclic
group of order p. We have seen that L/Q is an H-Galois object. Let I be the fixed
group of L and let Ty C I" be the fixed group of the normal closure L’ of L, which
is given by E = Q(«, {p). Finally write G for I' /T; this is the Galois group of L' /Q.
It is instructive (if a bit involved) to determine G explicitly. Let ¢ € G be described
by o(a) = {pa and 0({,) = {p. On the other hand 7 € G is specified by saying that
it fixes a and () to C; where t is a chosen primitive root modulo p. Then G is the
semidirect product of the cyclic group C of order p generated by ¢,which is normal,
and the cyclic group G’ of order p — 1 generated by 7. The action of the latter on
the former is (only in different notation) the cyclotomic one, and G’ is the image of
I"in G,soT'/T' = G/G'. We can identify G/G" with theset S = {0,1,...,p — 1},
and the group I (which is again cyclic of order p, with cyclotomic I'-action) acts on
this by cyclic shifts. Observe that T € G acts on S as multiplication by t. So this
does not commute with the action of 11, but the group I1 is normalized by T which
is “multiplication by t”. In fact, the normalizer of the group IT (which is generated
by the cyclic permutationc : 0 — 1+ --- = p — 1+ 0) is exactly generated by c
and 7, as we will prove later.
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2.5 Explicit formulas

A variant of a previous example goes as follows (replace the odd prime p by the
number 4): Take a € Q squarefree, a # +1. Take L = Q(x) with x* = 4, and
J = Q[C4], where Cy is cyclic of order 4 with chosen generator ¢. Then one can
show that L has degree 4, and  : L — J® L, x — x ® 0, makes L into a J-
Galois object. For S = ®(L) we get the set {0,1,2,3} with a certain I'-action, and
N = Z/4Z with the cyclotomic I'-action.

On the module side, we have H = [J* = QZ/4Z  which is the product of four
copies of Q, indexed by 0,1,2,3. We have corresponding idempotents ey, ..., e3
(just one 1 and three zeros each), and the action of ¢; on L is projection to the one-
dimensional subspace Qx/. The same holds if we perform a base-change, that is we
tensor everything with E = Q(i) over Q; but then we should be careful and write
E ® L instead of E(x) (even though one can show that these objects are equal, as
E(x) has degreee 8 over Q). We define

N =ey+ieg —ep—iez=(1,i,—1,—i) € EQ H.

The following lemma is checked by calculation, using that we know the diagonal
map on Hopf algebras of type KN.

Lemma 2.2.17. The element y is group-like, that is, A() = n ® 1. Note moreover that
4
n*=1

Now we define ¢ = (17 +#3) and s = J.( — #°). In quadruple notation we
have ¢ = (1,0,—1,0) and s = (0,1,0, —1). The action of ¢ on L is certainly not an
automorphism; but if restrict the action to the quadratic subfield

Ly = Q ® Qx?

, then c actually acts as the nontrivial automorphism of Ly (you should convince
yourself of this).

Lemma2218. 1. cs=0andc*+s2=1.
2 Ac=c®Rc—sRsand As =sRc+cRs.

Remark 2.2.19. These formula explain the choice of the letters; c and s are intended
to be reminiscent of cosine and sine.

Proof. 1. The first formula is easy to show from the definitions, and actually ob-
vious if we look at ¢ and s written as quadruples.

2. Wehave 2A7 = 1@ 1+~ @ y71. On the other hand, for 4(c ® c — s ® s) we
get the eight-termsum @y +n @+ o+ 1oyt + 1@y -—n®
nl—nte@n+y @yl After simplifying and comparing we obtain the
tirst formula. The second formula is checked similarly.

]

We said that the element ¢ € H does not act as a (field) automorphism. This is
compatible with the fact that it is not group-like. However for x,y € L we have the
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following formulas, which are reminiscent of the addition theorems for cosine and
sine:

It is open to debate whether these formulas are illuminating. It is certainly possible
to perform similar computations in examples of larger dimension, but in our opinion
the resulting formulas will not tell us much.

3 First applications of the main theorem

3.1 Almost classical extensions

This notion is inspired by the example L = Q(+{/a), whose normal closure is L(}).
Here the group G = Gal(L({p)/Q) can be split as a semidirect product, one factor of
which is Gal(L({p)/L). This is in fact a rather special situation. (Of course it arises
in a trivial way if L/K is already a Galois extension itself.)

So assume that as always L/ K is a finite-dimensional field extension with normal
closure L/K. Let G = Gal(L/K), and let G’ < G be the subgroup Gal(L/L). So if
I is the subgroup of T fixing L, then the set of cosets I'/T” identifies with G/G'.
Assume moreover that there is a normal extension M /K inside L such that

ML=L, MNL =K.

The field M will be called a complement for L in L. Let N < G be the group fixing
M this is a normal subgroup with Gal(M/K) = G/N, and the intersection N N G’
is trivial. Better than that: G is the semidirect product N x G'. In the above example,
the field M is Q({y), and G is the semidirect product of two cyclic groups, the one
of order p — 1 acting on the one of order p, which is normal.

Let P C Perm(G/G’) be the set (= subgroup) of all left translations A, with
v € N.Recall A = {A, : vy €T} C Perm(G/G’).

Proposition 2.3.1. The group P acts simply transitively on G/G', and it is normalized
by A. Therefore we obtain a Hopf-Galois object L — L @ H, where the Hopf algebra H
belongs to the abstract group P with I'-action via A.

Proof. We first show that the action is transitive. It suffices that we can reach every
class g¢U from U = 15G’, by applying an element of P. Indeed we can decompose
¢ =vuwithv € Nand u € G/, and then A,u(16G') =v-15-G') = vG' = gG'. The
uniqueness of v is shown similarly; it follows from the fact that G’ and N intersect
trivially. Finally, P is normalized by A, because AgAyA -1 = Ago-1, and gvgteN
since N is normal in G. O

Example 2.3.2. We revisit L = Q({/a) with hypotheses as before. Here we may take
M = Q({p), which is a normal (even abelian) extension of Q with degree p — 1, so
MNL = Q, and we have already used that ML = L= L(C p) is the normal closure of
L/Q. The resulting Hopf-Galois structure coming from this “almost classical” setup
is the same as the one explained before. Recall that the I'-action on the cyclic group
N of order p is the cyclotomic action.
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Example 2.3.3. We take any non-normal cubic extension L /K. Then the Galois group
G of L/K must be a copy of the symmetric group Sz, and G’ < G must be generated
by a transposition. So we can take N to be the unique subgroup of order 3 in S3; it
is normal as is well known. Let us pin this down: “All cubic extensions are Hopf-
Galois” (and even almost classically so).

Motivated by the last example, let us mention that there are extensions L/K
which are not Hopf-Galois at all. Indeed there are many, but let us just discuss
one class of examples. Let L/K be of degree 5 such that L /K has Galois group G iso-
morphic to the alternating group As. Then S = G/G’ is a 5-element set, on which
G acts transitively, and in particular not trivially. So the resulting group homomor-
phism A : As =2 G — Perm(S) is a nontrivial homomorphism defined on a simple
group, and therefore injective (the kernel is always a normal subgroup). That is, A
is a copy of As lying in Perm(S) = Ss. So A is a subgroup of index 2 in Ss, hence
normal; hence it contains all 5-cycles (look at the image in the group S5/ A of order
2). In fact A is As, but we don’t need this. Now assume L/K is Hopf-Galois; this
gives a simply transitive subgroup N < Perm(S) normalized by A. But then N has
order 5, so it actually lies in A. On the other hand the simple group A does not
normalize any nontrivial subgroup, contradiction.

3.2 The Byott translation

We keep the following setup: L is the normal closure of the finite extension L/K; the
Galois group of L/K is G; and the subgroup belong to Lis G’ < G. Then G’ contains
no nontrivial normal subgroup of G, since otherwise L would not be the minimal
normal over-field of L. One may always think of the example where G = S;, and
G' is the subgroup of all permutations that fix 1; then S = G/G’ identifies with
{1,...,n}; the dimensions are [L : K] = nand [L : K] = n!.

If one wants to exploit GP theory fully, it is hard to find the eligible subgroups
IT C S = Perm(G/G’). Byott’s clever idea is to start with I'T and look for G instead.
Of course this takes some explanation: what is the suitable structure inside of which
we may look for G? It is certainly not IT itself, that would be too simple. We begin
with some abstract group theory, omitting the proofs of statements which will not
really be used. In the following, let X be any group and f : X — X be any bijective
map. By Aut(X) we denote the set of all group automorphisms of X; this is again
a group, under composition. For x € X, the map ¢y : X — X, y — xyx~lisin
Aut(X), and called conjugation by x. Recall that A, is left translation by an element
veX.

Lemma 2.3.4. The following are equivalent:
(D) flxy~'z) = f(x)f(y) "' f(2), forall x,y,z € X.
(ii) f can be written f = Ay o ¢ for some ¢ € Aut(X), u € X.
(iii) f can be written f = ¢ o Ay for some ¢ € Aut(X), v € X.

Proof. Most of the proof is easy and left to the reader. A few hints: Going from (ii) to
(iii), ¢ stays the same, but v is not the same as u (what is it, exactly?) The implication
(ii) to (i) is a calculation. Let us show how (i) = (ii).
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First step: The set of bijections f satisying (i) is closed under composition. (Fairly
obvious.)

Second step: Every left multiplication A satisfies (i). (Quick calculation.)

Final step: Assume f satisfies (i). Letd = f(ex) and put g = A 10 f. Then
g again satisfies (i), and it has the extra property that it maps the neutral element
ex to itself. Putting y = ex in the equality (i), we get that ¢ is a homomorphism of
groups. [

Definition 2.3.5. The subset of Perm(X) consisting of all f that satisfy one of the three
conditions of the lemma is called the holomorph Hol(X). As already said, this subset is
closed under composition, and in fact it is a subgroup.

It is easily seen that the decomposition in item (ii) of the lemma is unique. If Ax
denotes the subgroup of all Ay, x € X, then Ay is normalized by Aut(X) (see the
exercises), and we get a representation of the holomorph as a semidirect product:

Hol(X) = Ax x Aut(X).
For later use we need a sharpening of this statement.
Proposition 2.3.6. Hol(X) is the exact normalizer of Ax in Perm(X).

Proof. We already know that Aut(X) normalizes Ay, and of course Ax normalizes
itself. Putting these together we have that Hol(X) normalizes Ax. The point is to
show the reverse inclusion. Assume f normalizes Ax. As in the proof of the lemma
we write f = Ag, where A is left multiplication by a suitable element, and g fixes
e = ex. Then g also normalizes Ax. Let us show that g is an automorphism. For any
x € X there is x’ € X such that gA,g~! = A,.. Evaluating this in e we get g(x) = x/,
so for all x we have the rule gA,g~! = Ag(x)- Now we take x,y € X and evaluate

W = gAxyg ! two ways:

- 1 1 _ _ :
w=gAg 8ME T = Ay Ag(y) = Ag()s(y)

and

W = Ag(ay)-
Evaluating w in e and using both these equalities shows that g(x)g(y) = g(xy) as
desired. O

A good example for this is given by the cyclic group X = C of order p; we
identify C with Z/pZ. The left multiplications (rather: additions!) A¢ are then all
the powers (rather: multiples) of the p-cycle (01 ... p — 1); this is again a copy of
Z./pZ. The automorphisms of C are given as multiplications by integers prime to p;
so Aut(C) is a copy of the unit group Z/pZ*. The holomorph of C is a non-abelian
group of order p(p — 1), and it is the exact normalizer of Ac.

Before reading on, please review the main result of GP theory. In the sequel we
will write N instead of 11, to conform with the literature. The main idea of Byott is,
very roughly: instead of having N permute G/G’, we let a copy of G permute N.
We set up some notation, and then we formulate and prove Byott’s result. We keep
the assumption that G is a finite group, G’ a subgroup, and G’ contains no nontrivial

19



normal subgroup of G. Moreover we still assume that N is a group of order |G/G/|.
Define
N ={a: N — Perm(G/G’) : a(N) simply transitive};

and
G ={B:G — Perm(N) : B(G') is the stabilizer of ey }.

Theorem 2.3.7. 1. There is an explicit bijection between the sets N and G (described in
the proof).

2. Ifa € N corresponds to B € G under that bijection, then a(N) is normalized by Ag
if and only if B(G) is contained in Hol(N).

Before we come to the proof, let us quickly explain why this is so useful: While
Perm(G/G’) is in general much larger that G/G’, the holomorph Hol(N), while
larger than N, is much smaller, comparatively seen.

Proof. As a small preparation, we observe that any bijection of sets a : X — X’
induces another bijection Ca : Perm(X) — Perm(X’), simply by putting Ca(7r) =
aomoa~ ! (You might draw a little diagram for yourself, to visualize this.) - More-
over we will need that the left-multiplication map A : G — Perm(G) is injective.
Indeed its kernel is normal in G, and contained in G’, hence trivial, as said at the
beginning of this subsection.

(a) We explain how « turns into B. Let a be given; by assumption it induces a
bijectiona : N — G/G/,viaa(y) = a(17)(eG’). Let A : G — Perm(G/G’) be
our well-known left translation map, and define

B=CaloA: G — Perm(G/G') — Perm(N).

Then S is injective, as A is injective (its kernel is normal in G and contained in
G'), and Ca even bijective. The stabilizer of ey under G (via p) is the stabilizer
of eG' under G (via A), and this is evidently G'. So the new map B is in the set
g.

(b) As a technical point, we claim and prove that Caloa : N — Perm(N) is
the same as the left translation map Ay. This comes down to checking the
commutativity of the following diagram for 7 € N:

/6" c/c
NN

We start with v € N in the southwest corner. For clarity, denote the class egG’
by e. Going up and right, we get a(v)e, and then a()a(v)e. Going first right
and then up, we get v and then a(7v)e, and this is the same.

(c) Now we explain how B turns into a. Let § : G — Perm(N) be given with
the indicated property. Then the orbit of ey under G must be all of N, since
G' is the stabilizer of ey and the sets N and G/G’ have the same cardinality.
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This gives rise to a new bijection b : G/G' — N via ¢G' — B(g)en. As
above, this induces the bijection Cb : Perm(G/G’') — Perm(N), and we
puta = CbloAy: N — Perm(N) — Perm(G/G’). Again, we get
immediately that the map « is injective. The image a(N) is simply transitive,
because Ay is a simply transitive subgroup of Perm(N). Therefore « € N as
required.

(d) The two constructions, from « to 8, are mutually inverse: here we will be a bit
shorter, and just say that if « leads to 8, then the described bijections a and b
are inverses of each other, and this is enough for checking that then p leads
back to «.

(e) Now comes the final and central point: the equivalence of the additional prop-
erty of a with that of B. — Assume first that «(N) is normalized by Ag, and B is
constructed out of a as explained in step (1) above. Then Ca~'a(N) is normal-
ized by Ca~'Ag = B(G); by (2) we have Ca~'a(N) = A(N), and so A(N) is
normalized by B(G). By the proposition above (before the theorem), we con-
clude that B(G) C Hol(N). — Now assume that f§ is given, « is derived from it
as explained in (c), and that 5(G) C Hol(N). This says: A(N) is normalized by
B(G). Quite similarly as just before, this gives that Ch~'A(N) is normalized by
Cb~!B(G). The former is a(N) by construction; the latter is A(G), by the same
technical argument as in (b) above. This shows the required extra condition on
Q.

O

Example 2.3.8. Let L/K be Galois in the classical sense. Then L = L; G = Gal(L/K),
and G’ is trivial. This situation will be studied a lot later, but for now let us assume
that G has order p (a prime number). We claim that there is only one Hopf-Galois
structure for L/K. Indeed: in Byott’s translation, the “other” group N must also be
(cyclic) of order p. Therefore G must embed in Hol(N), which is known to us: it is
the semidirect product of an order p group (which is normal) by a group or order
p — 1. Hence the p-Sylow subgroup of Hol(N) is normal, and unique, so there is
only one choice for G. Thus there is only one choice on the other side (GP theory) as
well, and it must be the classical one.

Example 2.3.9. Let N = C; x C; (the non-cyclic group of order 4, which can also
be seen as the two-dimensional [F-vectorspace). Then Aut(N) = GL;(IF;) is non-
abelian of order 6, and Hol(N) has order 24. As Perm(N) has only 24 elements as
well, we have Hol(N) = Perm(N). If we identify Perm(N) with S, (the details do
not matter), any 4-cycle in Hol(N) generates a simply transitive subgroup G. That
is: Every cyclic extension L/K of degree 4 admits a Hopf-Galois structure in which
the involved group N is (of order 4 of course but) non-cyclic.

To finish this section we discuss a larger class of field extensions.

Theorem 2.3.10. Assume [L : K| is a prime number p, and let G = Gal(L/K) as usual.
Then L/ K admits a Hopf-Galois structure if and only if G is solvable, and the latter happens
exactly if G is a semidirect product C x A, where C is of order p and A is a cyclic group of
order dividing p — 1.
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Proof. Assume that L/K has a Hopf-Galois structure. The group N such that G
embeds into Hol(N) is also of order p, so Hol(N) is our old acquaintance Z/pZ
Z./pZ*, which is solvable. Hence G is also solvable, as a subgroup of a solvable
group. Conversely, assume that G is solvable. By general Galois theory, G is a
transitive subgroup of Sy, and (in particular) p divides |G|. By the Sylow theorem G
contains a subgroup P of order p.

The following result is due to Galois; it is mentioned but not proved in the book
of Childs [ ]. We will give a proof at the end of the section. Here is the state-
ment.

Theorem 2.3.11 (Galois). A solvable subgroup G of Sy, that contains an order p subgroup
P is already contained in the normalizer of P, which can be identified with the holomorph of
p.

Now we assume the validity of the theorem: this shows our Galois group G lies
between P and Hol(P), for a cyclic group P, and then we only have to take N = P
and appeal to the Byott translation. O

Proof. (of Theorem 2.3.11.) Assume the contrary, that is, P is not normal in G. As p2
does not divide |S,|, the subgroup P is a p-Sylow subgroup; if it is not normal, then
G contains two (or more) subgroups of order p. The case |G| = p (hence G = P)
cannot occur. As G is solvable, G then contains a nontrivial subgroup H which is
normal. Under the action of H, the set {1, ..., p} splits up into disjoint orbits, which
cannot all be trivial (singletons). On the other hand, G acts transitively on this orbit
decomposition, so all H-orbits are of the same length. As p is prime, this is only
possible if there is only one orbit, in other words: already H is transitive. Hence p
divides |H|, and we can pick an order-p subgroup P’ in H. Then P’ is G-conjugate
to all subgroups of order p in G, and there is more than one of them. As P’ C H and
H is normal, all these conjugates lie already in H. We have shown: the statement
“more than one subgroup of order p” is inherited from G down to H. But H is
strictly smaller, and we may repeat the argument indefinitely. As our groups are
finite, this is a contradiction. [l

4 The Greither-Pareigis correspondence revisited

This section revolves around Theorem 2.2.16, the one commonly known as Greither-
Pareigis theorem. In a few lines, if K is a field with algebraic closure K and T' =
Gal(K/K), the theorem establishes that the equivalence from Section 2.1 between
the categories Ay (finite-dimensional commutative K-algebras without nilpotent el-
ements) and St (finite I'-sets) defined by the maps ® and Y restricts to a bijective
correspondence between the Hopf-Galois structures on a separable extension of K
with fixed subgroup I'” and the simply transitive subgroups of Perm(I'/I”) normal-
ized by left translations of I'/I". Most of the importance in this result lies in the
fact that it ties the determination of Hopf-Galois structures on separable extensions
with group theory. In this section, we will reformulate the theorem in a way that
is more convenient for many applications, and we shall see the explicit form of the
correspondence.
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4.1 An alternative glance to the main theorem

We start by rewriting Theorem 2.2.16 in a convenient way to work with.

Let L/K be a separable field extension with algebraic closure K. Call T = Gal(K/K)
and I = Gal(L/L). As already mentioned, Greither-Pareigis theorem establishes
an one-to-one correspondence between Hopf-Galois structures on L/K and the sub-
groups of Perm (T’ /T") that are simply transitive and normalized by the set A of left
translations by elements y € T..

First, simply transitive subgroups of Perm(I'/I") are, by definition, those whose
group action on I'/T” is simply transitive. From now on, we shall refer to such
subgroups as regular. For later use, we see some characterizations of this concept.

Proposition 2.4.1. Let X be a finite set and let N be a subgroup of Perm(X). Consider the
group action of N on X defined by evaluation. If two of the following three conditions are
satisfied, so is the other one.

1. |[N| = [X|.
2. N acts transitively on X.
3. Given x € X, Staby(x) = {7 € N | y(x) = x} = {1n}.

Proof. Fix x € X. By the orbit-stabilizer theorem, we have |[N| = |Orb(x)| [Stabn (x)|.
Now, let us note that 2 is equivalent to |Orb(x)| = |X| and 3 is equivalent to
|Stab(x)| = 1. Then the statement follows immediately. O

If X is a finite set and N is a subgroup of Perm(X), for each x € X we consider
the map ¢,: N — X defined by ¢, () =7 - x.

Proposition 2.4.2. Let X be a finite set and let N be a subgroup of Perm(X). The following
conditions are equivalent.

1. N is a regqular subgroup of Perm(X).

2. Two of the conditions from Proposition 2.4.1 are satisfied.
3. The conditions from Proposition 2.4.1 are satisfied.

4. There is some x € X such that ¢ is bijective.

5. For every x € X, ¢y is bijective.

Proof. The equivalence between 2 and 3 has been already shown in Proposition 2.4.1.

Suppose that 1 holds, so that N acts simply transitively on X. In particular, the
action is transitive. Let us fix x € X. Then, for each y € X there is a unique 7, € N
such that #7,(x) = y. By the uniqueness, the 7, define |X| different elements in N,
and they are all the elements of N (given 7 € N, 7 = 1,,(y)), so [N| = |X]|. Hence 2
is satisfied. Conversely, assume that 3 holds. Let x,y € X. Since N acts transitively
on X, there is 7 € N such that 77(x) = y. Suppose that u € N is such that u(x) = y.
Then 57(x) = u(x), whence = 1u(x) = x, thatis, 7'y € Staby(x) = {1x}. Hence
1 = u, proving that the action is simply transitive.

Let us prove that 1 and 5 are equivalent. Given x € X, we have that the map ¢,
is bijective if and only if there is a unique 7 € N such that # - x = y, whence the
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claim follows. On the other hand, it is trivial that 5 implies 4. Finally, assume that
4 is satisfied, so that for some x € X, ¢ is bijective. Then for each y € X there is a
unique 77 € N such that# - x =y, so N acts simply transitively on X and 1 holds. []

On the other hand, in Section 3, we have used an alternative quotient set G/G’
of Galois groups, that comes from choosing the normal closure of our separable
extension L/K, instead of its algebraic closure. This is valid because the left cosets
of T'/T" and G/ G’ can be identified. In the following we offer a complete proof for
the validity of this step.

Proposition 2.4.3. Let L/K be a finite and separable extension of fields and let E/K be a
Galois extension with L C E. Call Gg = Gal(E/K) and G = Gal(E/L). The Hopf-
Galois structures on L/K are in bijective correspondence with the regular subgroups of
Perm(Gg/Gy) normalized by the set A of left translations by elements g € G.

Proof. We know by Theorem 2.2.16 that the Hopf-Galois structures on L/K are in
bijective correspondence with the regular subgroups of Perm (T’ /T’) normalized by
the set A of left translations by elements y € I'. We shall prove that the latter are in
bijective correspondence with the regular subgroups of Perm(Gg/Gy) normalized
by A, whence the statement will follow.

Since E /K is Galois, by Theorem 1.1.58, G(E) := Gal(L/E) is a normal subgroup
of T and the restriction maps I — Gg, I” — G}, induce group isomorphisms

I/G(E) = Gg, T'/G(E)<=G}.

Then, the map ¢: I'/T" — Gg/Gj defined by ¢(yI’) = v |g G} is bijective.
At the same time, such a map induces a group isomorphism ®: Perm(I'/I") —
Perm(Gg/Gr) defined as ®(17)(¢(1I")) = ¢(n(7T’)). Itis enough to check that a
subgroup of Perm(I'/I”) is regular and normalized by A if and only if it is mapped
by ® to a regular subgroup of Perm(Gg/Gp) normalized by A.

Let N be a regular subgroup of Perm(I'/I”) and let us prove that ®(N) is reg-
ular. Leta,b € Gg/Gy and write x = ¢~ !(a) and y = ¢~ 1(b). Since N is regular
and x,y € T'/T, there is a unique 7 € N such that 7(x) = y. Now, ®(17)(a) =
d(n)(p(x)) = ¢(n(x)) = ¢(y) = b. The uniqueness of ®(y) follows from the
bijectivity of ®. Hence ®(N) is regular. The converse is proved in the same way.

Let N be a subgroup of Perm(T'/T’) normalized by A. Given v, u € T, we have

Aglp © @(uI") = Ay, (1 |E GE) = (1) | GE = @(vul") = @ o Ay (puT").

Since y is arbitrary, we obtain that A, |, o ¢ = ¢ o A,. Let us check that A, o ®(N) o
A;|1E C ®(N). Lety € N. For an arbitrary g € Gg, let p € T be such that ¢ = u |g.
Then

Ayle © @) 0 A1 (8GE) = Ay 0 @() (7' 1) | G)
= Aypp 0 D(n) (@(y ' pl"))
= Ay o@on(y )
=@oA,ono /\,Y,l (],tl"/)
= D(Ayonod,1)(e(ul))
— (A, 01704,4)(gCh):
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Since g is arbitrary, A, o P(7) o A;Ilg = ®(AyonoA,-1). Now, since N is normal-
ized by left translations by hypothesis, we have Ay o0, 1 € N,s0 A, 0o ®(7) o

A;|1E € ®(N), as we wanted. We conclude that ®(N) is normalized by A. The

converse is proved likewise. O

Proposition 2.4.3 means that, in order to characterize Hopf-Galois structures on
a separable extension L/K in terms of permutation subgroups, instead of choosing
an algebraic closure to construct the Galois groups I and I/, we can just choose any
tinite and Galois extension of E containing L, and choose the corresponding Galois
groups Gg and Gf.

The remaining ingredient concerning Theorem 2.2.16 is left translations of T'/T".
We have proved in Proposition 2.4.3 that, for any Galois extension E of K containing
L, we can consider instead the set of left translations A, : hGyp — ghGp of Gg/Gy,
where Gg and Gy, are in the statement of that result. We can regard this as the image
of a map.

Definition 2.4.4. Let L/ K be a finite and separable extension, let E /K be a Galois extension
with L C E and acquire the above notation. The left translation map of L/K associated
to E is the map
/\E: GE — GE/G%
g — hGpw— ghGg

The left translation map is not in general injective, and its kernel can be charac-
terized in terms of group theory.

Definition 2.4.5. Let G be a group and let G’ be a subgroup of G. The core of G' inside G
is defined as

Coreg(G') = () gG'g "
geG

In other words, it is the greatest normal subgroup of G contained in G'.

Proposition 2.4.6. Let L/K be a finite and separable extension, and let E /K be a Galois
extension with L C E. Call Gg = Gal(E/K), Gr = Gal(E/L), and let Ag: GE —
Ge / Gf, be the left translation map of L/K associated to E. Then

Ker(Ag) = Coreg, (Gg).
Proof. Let h € Gg. We have that

h € Ker(Ap) <= Ag(h) =1dg, /.
<= hgGr = ¢Gp forall ¢ € G
= ¢ hgGL = Gf forall g € G
= hc gGrg forallg € G
<= h € Coreg,(Gg)
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Let L/K be a finite and separable field extension. Note that the smallest field E
such that L C E is by definition the normal closure L of L/K. This will be our pre-
ferred choice when we make use of Greither-Pareigis theorem. Call G = Gal(L/K)
and G’ = Gal(L/L). In short, we will say that L/K is (G, G')-separable or G-separable.
In this case, the left translation map A: G — G /G’ of L/K associated to L is simply
called the left translation map of L/K. If no more quotient groups arise, we will nor-
mally write left cosets of G/ G' as g for a representative ¢ € G. Thus, for g, h € G,

A(g)(h) = Ag(h) = gh.
Corollary 2.4.7. The left translation map A of a (G, G")-separable extension L/K is injec-
tive.

Proof. We know from Proposition 2.4.6 that Ker(A) = Coreg(G’), which is by defini-
tion the greatest normal subgroup of G contained in G’. By definition of normal clo-
sure, L is the smallest Galois field extension of K containing L. In other words, there
are no Galois extensions of K containing L and properly contained in L. Applying
the Galois correspondence, we get that there are no non-trivial normal subgroups of
G contained in G’. That is, Coreg(G’) = {15}, proving the statement. O

Let us focus on the normality condition for a permutation subgroup at the Greither-
Pareigis correspondence. Let L/K be a (G, G’)-separable extension and let A: G —
Perm(G/G’) be its left translation map. Since A is injective, G is isomorphic with
its image A(G), which is a subgroup of Perm(G/G’). We have an action of G on
Perm(G/G’) by letting A(G) act by conjugation:

g-1=AgmAg™"), n€Perm(G/G).

The condition that a subgroup N of Perm(G/G’) is normalized by the left transla-
tions is just that this action restricts to N.

Definition 2.4.8. Let N be a subgroup of Perm(G/G’). We say that N is G-stable, or
that N is normalized by A(G), if for every g € Gandy € N,
MgmAE™) €N,
that is, A(G) acts on N by conjugation.
Under this terminology, we can restate Theorem 2.2.16 as follows.

Theorem 2.4.9. Let L/K be a (G, G')-separable extension. Then, there is a bijective corre-
spondence between:

1. The Hopf-Galois structures on L /K.
2. The regular and G-stable subgroups of Perm(G/G').

We also give a term for an concept that has already appeared; namely, the isomor-
phism class of a permutation subgroup corresponding to a Hopf-Galois structure on
a separable extension.

Definition 2.4.10. The type of a Hopf-Galois structure H on a (G, G")-separable extension
is defined as the isomorphism class of the subgroup N of Perm(G/G’) corresponding to H
under the Greither-Pareigis correspondence. We denote it by [N].

We can classify Hopf-Galois structures on a separable extension according to
their type. We saw that Byott’s translation allows us to count Hopf-Galois structures
of a given type on a separable extension.

26



4.2 The explicit form of the correspondence

Let L/K be a (G, G')-separable extension with normal closure L. In this part we de-
scribe the definition of the bijective (and inverse-to-each-other) maps involved in the
Greither-Pareigis correspondence. The following establishes a first relation between
a Hopf-Galois structure H on L/K and its corresponding permutation subgroup N.

Proposition 2.4.11 ([ ], Proposition 1.3). Let L/K be a (G, G')-separable extension
with normal closure L. Let H be a Hopf-Galois structure on L/K and let N be its cor-
responding regular and G-stable subgroup of Perm(G/G'). Then L ®x H = L[N] as
L-Hopf algebras.

First, we see how to recover H from N. To do so, we need some notions from
Galois descent theory. First, it is easy to check that the K-Hopf algebras together
with the homomorphisms of K-Hopf algebras form a category. The same is true for
L-Hopf algebras, but we shall consider a smaller category inside.

Let M be an L-Hopf algebra. An L-semilinear action of G on M is defined as a
map *: L[G] ®; M — M such that for every ¢ € G, themap g+ —: M — M s
L-semilinear, that is, there is some field automorphism o, € Aut(L) such that

g* (Am) =0g(A\)g*xm, A€EL me M.

If there are L-semilinear actions of G on L-Hopf algebras M, M’ respectively, an
L-linear map f: M — M’ is said to be G-equivariant if

gxf(m) = f(gxm), g€ G, me M.

Definition 2.4.12. Let M be an L-Hopf algebra endowed with an L-semilinear action from
G. Consider the induced L-semilinear action of G on M ®; M as

gx(mem') = (gxm) @ (gxm'), ¢e€G mm eM.

We say that M is G-compatible if all the Hopf algebra operations of M are G-equivariant
maps.

The G-compatible L-Hopf algebras form a category where the morphisms are the
G-equivariant L-Hopf algebra homomorphisms.

Definition 2.4.13. Let M be a G-compatible L-Hopf algebra and write * for the action of G
on M. The sub-Hopf algebra of M fixed by G is

MC:={meM| gxm=m}.
The main result for our purposes is the following:

Theorem 2.4.14. Let L/K be a separable extension with normal closure L and let G =
Gal(L/K).

1. If H is a K-Hopf algebra, then L @k H is a G-compatible L-Hopf algebra.
2. If M is a G-compatible L-Hopf algebra, then MC is a K-Hopf algebra.
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Moreover, these assignments define an equivalence of categories between the category of K-
Hopf algebras and the category of G-compatible L-Hopf algebras.

This is explained at [ , Paragraph before (2.13)].

As a consequence, for a G-compatible L-Hopf algebra M, L ® M® = M as G-
compatible L-Hopf algebras. Likewise, for a K-Hopf algebra H, (L ®x H)® = H as
K-Hopf algebras.

Let N be a regular and G-stable subgroup of Perm(G/G’). Let A be the left
translation map of L/K. That N is G-stable means that N is normalized by A(G),
or equivalently, the conjugation action of G on Perm(G/G’) leaves N invariant. We
can easily extend this action to an L-semilinear action of G on L[N] by letting G act
on L by means of the usual Galois action and on N by the action above. Explicitly,

g (L hm) = L g()r@mrg™), @.1)
i=1 i=1
where ¢ € G, n € Z~ and, for each 1 <i<mn,a €Land 7; € N. This is indeed
semilinear: if ¢ € G,A € Land h = hiy; € L[N], then
g+ (Ah) = g+ (Y M) = Zg (§)mir(g™") = g(A)g *h.
i=1

Proposition 2.4.15. Let L/K be a (G, G')-separable extension with normal closure L. If
N is a regular and G-stable subgroup of Perm(G/G'), the L-group algebra L[N] is a G-
compatible L-Hopf algebra with respect to the action * of G on L[N defined at (2.1).

Proof. We need to check that the Hopf algebra operations of L[N] are G-equivariant.

* Multiplication: Given h = Y. hinyi, h' = Yi_y hjrjj € L[N]and g € G,

grmpp (h@h') =g= Z hilinij
i,j=1

* Unit: Givenr € Kand g € G,
g xug(g)(r) = g * (1¢) = rlg = ug(g)(g * 7).
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e Comultiplication: Let h = " | hy; € L[N] and g € G. Then,

g* Ay (h) = g* ( Y hini @ 111-)
i=1

M-

...
I
—

gh)Ag)mA (g™ ) @ Ag)mA(g™)

ig Mg ™))

L[N( ;h)

|
l>

e Counit: Forh =Y | hjy; € L[N] and g € G, we have

g*ﬁzm(h)=g*(ihi) Zg Ny (8% 1)

i=1 i=1

e Coinverse: Again, given h = Y, hyi7; € L[N] and g € G, we have

g*S N] g*Zhnl

I
.M:

~
I
—_

gh)A()n; A8 ™)

g(hi) (A(g)mir(g ™)) ™

LN ](g*h)

I

I
mﬁ
—_

]

Taking into account Proposition 2.4.11, we obtain an explicit description for the
underlying Hopf algebra. The action is also obtained by descent. We summarize
what we get at the following.

Proposition 2.4.16. Let L/K be a (G, G')-separable extension and let N be a reqular and
G-stable subgroup of Perm(G/G’). Let H be the Hopf-Galois structure on L/K that corre-
sponds to N under the Greither-Pareigis correspondence.

1. The underlying Hopf algebra of H is
LIN]® ={h € L[N] | gxh=hforall g € G}.
2. The action of H on L is given as follows: For h = Y[' 1 hjy; € Hand w € L,

a=Y hin '(1)(a), (2.3)
i=1

where for each 1 < i < n,y7; "(1)(«) is the image of a by a representative g of the left
coset 7, 1(1) € G/G.



Let us check that the expression 2.3 is well defined. Take two representatives
¢k € G of the left coset 77, 1(1) and an element & € L. Since ¢ and k belong to the
same left coset, g 'k € G’ = Gal(L/L), so & = ¢~ 'k(a), that is, g(a) = k(«).

The correspondence in the converse direction follows easily from Proposition
2.4.11. Indeed, if H is a Hopf-Galois structure on a separable extension L/K with
normal closure L and N is its corresponding subgroup, we have that L g H = L[N]
as L-Hopf algebras. By Corollary 1.2.19, N can be regarded as the group of grouplike
elements of L ®k H.

4.3 The Greither-Pareigis theorem for Galois extensions

In this section we deepen in the specification of Greither-Pareigis theorem for Galois
extensions from Section 2.4 so as to visualize the group-theoretical description of all
their Hopf-Galois structures.

Let L/K be a Galois extension with group G. We know that K[G] together with
its classical action on L is a Hopf-Galois structure on L/ K. We will often refer to this
as the classical Galois structure.

By definition, the normal closure of L/K is L = L. Thus, in this case, the groups
G and G’ appearing at the statement of Theorem 2.4.9 are G = Gal(L/K) and G’ =
{Idg}. In other words, L/K is (G, {Idg})-separable. Thus, Theorem 2.4.9 becomes:

Theorem 2.4.17. Let L/K be a Galois extension with group G. There is a bijective corre-
spondence between:

e The regular and G-stable subgroups of Perm(G).
* The Hopf-Galois structures on L/ K.

Let us specify what G-stable means in the Galois case. Following Definition 2.4.8,
a subgroup N < Perm(G) is G-stable if the action of G on Perm(G) leaves N invari-
ant. Such an action is defined by conjugation with the image of G by the left trans-
lation of L/K from Definition 2.4.4. Since G’ = {1}, the left translation becomes

A G — Perm(G),
g > Ag)h) =gh
which is nothing but the left regular representation of G into Perm(G). Thus, N

being G-stable is just the condition that N is normalized by A(G).
The absence of G’ allows us to consider an analogous map by the right side.

Definition 2.4.18. Let L/K be a Galois extension with group G. The right regular repre-
sentation of L/ K is defined as the one of G, that is,

p: G — Perm(G),
g > p(g)(h) =hg™",

The right regular representation p is clearly injective, as in the case of A. In fact,
p(G) is the group of the right translations. Under this language, we have the follow-
ing.
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Proposition 2.4.19. Let G be a group.
1. A(G) and p(G) are regular subgroups of Perm(G).

2. p(G) is centralized by A(G).
3. p(G) = A(G) if and only if G is abelian.

As a consequence, A(G) and p(G) are regular and G-stable subgroups, therefore
giving Hopf-Galois structures on L/K.

Proposition 2.4.20 ([ 1, (6.10)). Let L/K be a Galois extension with group G. Then
0(G), as a reqular and G-stable subgroup of Perm(G), corresponds to the classical Galois
structure (K[G],-) on L/K.

By Proposition 2.4.19 3, when G is abelian, A(G) and p(G) give the same Hopf-
Galois structure; otherwise they give two different Hopf-Galois structures.

Definition 2.4.21. Let L/K be a Galois extension with group G and suppose that G is not
abelian. The Hopf-Galois structure on L/K corresponding to A(G) is called the canonical
non-classical structure.

When both Hopf-Galois structures arise, we shall use the label H, for the classical
Galois structure, and write H, for the canonical non-classical structure.

4.4 An example of application

Let L = Q(a), where « is a root of the polynomial f(x) = x> — 3x + 3. Let us find all
the Hopf-Galois structures on L/Q using Greither-Pareigis theorem.

First, we identify the groups G and G’. Since [L : K] = 3, G can be embedded as a
transitive subgroup of S3 = D3, namely, G = C3 or G = Ds. Since the discriminant
of fis disc(f) = —135 = —33 -5, which is not a square, we obtain that G & Dj.
Therefore, G can be presented as

G= (01| 0=1%=1¢g, 10 =0"1).

Under the Galois correspondence, L maps to G’ = Gal(L/L), and since [L : K] =
|G : G'], G’ is an order 2 subgroup of G. The order 2 subgroups of G are (1), (07)
and (0?7); we can assume without loss of generality that G’ = {t}.

Let us describe how o and T act on L. We have L = Q(a, z) for z = v/—15, s0 it is
enough to give the images of « and z (since the definition in the other elements of L
is given by extension by Q-linearity). We know that ¢ can be seen as a permutation
of the roots of f, so o(«) is just one of the other two roots of f. This would give
two possibilities for ¢, among which there is free choice (exchange of the other two
roots of f means replacement of ¢ by ¢?). On the other hand, let M = Q(z), which
is a subfield of L that is quadratic over Q. Then, under the Galois correspondence it
yields an order 3 subgroup of G, but the only one is (). Therefore, Gal(L/ M) = (c),
whence 0(z) = z. As for 7, the equality G’ = (1) gives T(a) = a, and 7(z) = —z
follows from the fact that z2 € Q.

By Greither-Pareigis theorem, the Hopf-Galois structures on L/Q are in bijective
correspondence with the regular subgroups of Perm(G/G’) normalized by A(G).
We have L o

G/G ={1g,0,02}, o ={d,0't},i=0,1,2.
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On the other hand, the left translation map of L/K is the map A: G — Perm(G/G’)
defined by A(¢?)(c7) = ot.

Let us find the regular subgroups of Perm(G/G’), which in particular have order
3. Since |G/G'| = 3, Perm(G/G') = S3 = Dj3, the dihedral group of order 6. This
possesses a unique order 3 subgroup

N = {IdG/G’I (E/ o, 02)' (E/ 02/ E) }
This is regular, as it is easy to check that its action on G/ G’ is transitive.

Thus, N defined as above is the only regular subgroup of Perm(G/G’). Note that
N = A(]), and this is normalized by A(G) because ] is a normal subgroup of G and A
is injective. Therefore, N is the only regular and G-stable subgroup of Perm(G/G'),
and hence, L /K admits a unique Hopf-Galois structure H. Let us determine it.

We begin with the underlying Hopf algebra. Let - be the action of G on L[N]
given by the classical Galois action on L and by conjugation with A(G) on N. Then,
the underlying Hopf algebra H is formed by the elements of L[N] that are fixed by
this action. Pick i € L[N]%, so h = Y2 ,a;A(c") for some a; € L and g - h = h for all
g € G. Itis enough to study the action of the generators ¢ and T of G. We have that

cx M) = A(ooioc™) = A(d)), i=1,23,

SO

By the uniqueness of coordinates, a; = o (a;) for all i, whence a; € L{") = M. On the
other hand, ’ ' ’
T+ A(0) = Aot Y) = A(c™), i=1,23,
whence
h=1xh=1(a)lg e +1(a2)A(c) + T(ar)A(c?).
We deduce thatayg € L") = L,soap € LN M = Q, and 7(a) = a5, T(a2) = a; (even
though the second equality is redundant because T is of order 2). Since a; € M =
Q(z), there are b, c € Q such thata; = b+ cz. Applying T we obtain thata, = b — cz.
Let us relabel ag = a. Then
h = apldg /¢ + 111)\(0') + IZQ)L(U'Z)
= aldg,c + (b +cz)A () + (b — cz)A(0?)
= aldg,c + b(A() + A(0?)) +cz(A(0) — A(c?))

Hence,  lies in the subspace of L[N] generated by 15,5, A(¢) + A(0?) and z(A (o) —
A(0?)). Since h € H is arbitrary, H is contained in such a subspace. But both H and
the subspace have dimension 3 over Q, so they coincide. In other words, H has
Q-basis
{1c/c, M) +A(0?),2(A(0) = A(0?))}-

Finally, let us determine the action of H on L. Of course, it is enough to find it on
the basis elements of H, and for 15/, it is trivial. Therefore, we are left to find how
A(0) + A(0?) and z(A(c) — A(c?)) act on elements of L. Given x € L,

(A(0) + A(02) -x = M) (1do) (x) + A(0?) (1) (x) = 02(x) +0(x) = (0 +02)(x),
Z(M0) = A(02) - x = 2(02(x) — o(x)) = —z(0 — 02) (x).
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5 Further applications of Greither-Pareigis theory

5.1 Almost classically Galois extensions revisited

In Section 3.1 we introduced the class of finite separable extensions L/K for which
one can find a normal extension M /K such that L " M = K and the compositum of
L and M is just the normal closure L of L/K. These extensions are usually called al-
most classically Galois in literature. Furthermore, it has been shown in Proposition
2.3.1 that such extensions are Hopf-Galois. In this section we consider them under
the reformulation introduced in Section 4 and deepen in their properties.

First, let us view a notion that arises in the situation of an almost classically
Galois extension, which we will find very often in the sequel.

Definition 2.5.1. Let K be a field and let L and M be field extensions of K with L, M C K.
We say that L/ K and M /K are linearly disjoint (or that L and M are K-linearly disjoint) if
the map
LoxkM — LM
XQYy = Xy

is an isomorphism of K-algebras.

Note that the map at Definition 2.5.1 is always an epimorphism of K-algebras.
The fact that two field extensions L/K, M/K are linearly disjoint means that for
x,x' € Land y,y' € M, xy = x'y’ if and only if there is some non-zero r € K such
that ¥’ = rx and y = ry’ (actually, the latter is implied by the former). The intuition
is that at the compositum of L and M, no elements of either field are collapsed. This
phenomenon can be visualized through the following result:

Proposition 2.5.2. If two field extensions L/K and M/K are linearly disjoint, then L N
M = K. Moreover, if either of the extensions is separable and either (possibly the same)
normal, the converse holds.

Proof. The first part is easy and left as exercise. For the converse, see [ , Chap-
ter 5, Theorem 5.5]. O

In particular, two extensions L/K and M/K with M/K Galois are linearly dis-
joint if and only if LN M = K.
We study several equivalent definitions of an almost classically Galois extension.

Theorem 2.5.3. Let L/K be a (G, G')-separable extension. The following statements are
equivalent:

1. L/K is almost classically Galois.
2. There is some finite and Galois extension M /K such that L @x M = L as K-algebras.

3. There is some finite and Galois extension M /K such that L @ M is isomorphic as a
K-algebra to a field containing L.

4. There is some normal complement | for G" in G.

5. There is a reqular and G-stable subgroup N of Perm(G/G') such that N C A(G),
where A: G — Perm(G/G') is the left translation map of L /K.
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Proof. Suppose that L/K is almost classically Galois, so that there is a Galois exten-
sion M/K such that LN M = K and LM = L. Since M /K is Galois, from Proposition
2.5.2 we see that L ®x M = L as K-algebras. Conversely, assume that there is a Ga-
lois extension M /K such that L ®x M = L as K-algebras; in particular, L ®x M is a
tield. Taking into account the definition of the multiplication at L ®x M, necessarily
L ®x M = LM as K-algebras. Together with the previous isomorphism, we obtain
L = LM and the map at Definition 2.5.1 is an isomorphism of K-algebras, so L/K is
almost classically Galois.

It is trivial that 2 implies 3. Let us prove the converse. Let M/K be a Galois
extension such that L ®x M is a field and L. < L ®x M as K-algebras. We shall
prove that M/K can be shrunk to a Galois extension M’ /K such that L @x M’ = L
as K-algebras (see [ , Proof of Theorem 2.5]). Since L ®x M is a field, arguing
as above, L ®x M = LM as K-algebras, so L C LM. Now, by definition, LM is a
tield containing L and M, so LM C LM. Joining both inclusions, we have LM =
LM, proving that LM /K is Galois. Hence, so are the extensions LM/ L, LM/L and
LM/M. CallT = Gal(LM/K), T = Gal(LM/L), Ty = Gal(LM/L) and Ty =
Gal(LM/M). Since the lattice of subgroups of I' is distributive with respect to the
product and the intersection of subgroups and I' C I'r, I'(Ty NTy) = (I'-T) N
(T-Tp) = TN (I -Tp). Since the Galois correspondence is inclusion-reversing,
applying it at both sides of the equality yields

LN (LM) = L(LN M).

But recall that LM contains L, so L = LN (LM) = L(L N M). Let us define M’ :=
LN M. Since L/K and M /K are Galois, so is M’/ K. Moreover, the previous equality
becomes L. = LM'. It remains to prove that LM’ 2 [ ®g M’ as K-algebras, or equiv-
alently, that L and M’ are K-linearly disjoint. Since LM = L ®k M as K-algebras,
LN M = K. Moreover M' C M, so LN M' = K. Given that M'/K is Galois, ap-
plying Proposition 2.5.2 we obtain that L/K and M’/K are linearly disjoint, as we
wanted.

Let us show that 1 and 4 are equivalent. Let M be an intermediate field of f/ K
and let ] = Gal(L/M). By the fundamental theorem of Galois theory, M /K is Galois
if and only if ] is a normal subgroup of G. In addition, LN M = Kand LM = Lif
and only if JG = G'and JN G’ = {15}. Hence, L/K is almost classically Galois with
complement M if and only if ] is a normal complement for G’ in G, as we wanted.

Finally, we show the equivalence between 4 and 5. Suppose that there is a normal
complement | for G’ in G and let N := A(]). Since | is a normal subgroup of G and A
is a group monomorphism, N is G-stable. Let us see that the map ¢7: N — G/G’
defined by ¢1(17) = 7(1) is bijective. For ¢ € ], ¢7(A(0)) = A(c)(1) = 7. Since
G = JG' and ] N G/, for each g € G there are unique ¢ € ] and T € G’ such that
¢ =0T,80% = 0T = 0. Hence, each left coset in G/G’ admits as representative a
unique element of | (we say that ] is a transversal of G’ in G). This proves that ¢y is
surjective, and the bijectivity follows from |N| = |G/G’|. By Proposition 2.4.2, N is
regular.

Conversely, suppose that there is a regular and G-stable subgroup N of Perm(G/G’)
with N C A(G). Call ] := A~}(N). Since N is G-stable, | is a normal subgroup of G.
First, let us note that foreach 7 € G/, A(1)(1g) = T = 1. Then A(G") C Stab, g (1).
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Now, since N is regular, we have that Staby (1) = {1x}. Hence,
NN /\(G/) C NﬂStabA(G)(T) = StabN(T) = {1N}-

We deduce that NN A(G') = {1x}. Applying A~!, we obtain ] N G’ = {15}. On the
other hand, we have that NA(G’) C A(G) and

INA(G))| = INTIA(G)| = [G/G'|G'] = |G| = [A(G)],

so NA(G') = A(G). Applying A~1, we get JG' = G. We conclude that | is a normal
complement for G’ in G. O

For an almost classically Galois extension L/K with normal closure L, G =
Gal(L/K) and G’ = Gal(L/L), we will say that L/K is (G, G')-almost classically
Galois.

Remark 2.5.4. From the proof of Proposition 2.5.3 we can see that a field M satisfies
1 if and only if it satisfies 2, and that a field satisfying either is contained in a field
satisfying 3. Moreover, a subgroup | of G satisfies 4 if and only if A(]) satisfies 5.

We have also seen that A(G') C Stab,j (1), where the stabilizer corresponds
to the group action of A(G) on G/G' by evaluation. Since A is an injection, we can
carry this to an action of G on G/G’. In this context, we actually prove the equality.

Corollary 2.5.5. Let L/K be an (G, G)-almost classically Galois extension and let | be a
normal complement for G' in G. Consider the action of G on Perm(G/G’) induced by A.
For N = A(]), we have

G =Staby(1) = {g€ G | A(g)(1) =1}.

Proof. The action of G on Perm(G/G') is defined as follows: for g € Gand 7 € N,
g(n) = A(g)(n). Now, for g € G, g(1) = g, so g € Stabg(1) if and only if § = 1; if
and only if g € G'. O

It is also possible to define a notion of almost classically Galois structure.

Let L/K be a (G, G’)-separable almost classically Galois extension. By Theorem
2.5.3 5, there is some subgroup N giving a Hopf-Galois structure on L/K under the
Greither-Pareigis correspondence that in addition satisfies N C A(G). However,
L/K might admit other Hopf-Galois structures, and so, given by subgroups that lie
outside A(G). We give a name to those Hopf-Galois structures that come from a
normal complement.

Definition 2.5.6. Let L/K be a (G, G')-almost classically Galois extension. We say that a
Hopf-Galois structure on L/K is almost classically Galois if its corresponding subgroup of
Perm(G/G’) under the Greither-Pareigis correspondence satisfies N C A(G).

We have from Theorem 2.5.3 5 that every almost classically Galois extension ad-
mits some almost classically Galois structure H. Let N be the corresponding per-
mutation subgroup, so that N C A(G). Since A is a group embedding, we have that
N = A(J) for some normal subgroup ] of G. This may be a normal complement of
G/, but not necessarily.
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Example 2.5.7. Let L/K be a (G, G')-separable extension with G = Dy and G’ = C,.
Then L/K is almost classically Galois because G = | x G’ with ] =2 C4. Call ] = (0 |
ot =1g)and G’ = (1 | T® = 1), so that

G= (01| c*=1g 1° =1g, 10 = 7).
It can be checked that the regular and G-stable subgroups of Perm(G/G’) are:

N = ((1,7,02,03)),
N' = (1,9)(@, ), 1,7, 7).
Note that N = A(J) and N’ = A(J') with ] = (0?,07). Both ] and ]’ are normal
subgroups, but only | serves as a normal complement for G’, as ]’ = C, x C.

Note that an almost classically Galois structure need not be unique, just because
a normal complement for a subgroup G’ of a group G is not unique in general.

The underlying Hopf algebra of an almost classically Galois structure admits a
simpler expression than the one given at Proposition 2.4.16 1.

Proposition 2.5.8. Let L/K be a (G, G')-almost classically Galois extension with comple-
ment M. Let N be a reqular and G-stable subgroup of Perm(G/G’) with N C A(G). Then
L[N]¢ = M[N]C".

Proof. Recall that the action of G on L[N] is the one given at (2.1). Let ] = Gal(L/M).
Since G = ] x G, we have LIN]® = (L[N]/)¢. Since N ¢ A(G), N = A(J') for
some normal subgroup J' of G. Since the conjugation by | leaves |’ invariant, the
conjugation by A(]) leaves A(J') = N invariant. Therefore, L[N}/ = L/[N] = M[N],
and the statement follows. O

Example 2.5.9. Let us go back to the example from Section 4.4. We saw that | = (o)
is a normal complement for G’ = (7), so L/K is almost classically Galois. When we
picked an element i € L[N]C, the condition that it is fixed by the action of | lead that
it belongs to M[N] G, because  is already fixed by such an action. This is because
N = A(]), so the action of ] by conjugation leaves N invariant. One can see that the
basis elements that we obtained are indeed fixed by the action of G'.

5.2 Byott’s uniqueness theorem

In this part we study a sufficient condition found by Byott in the paper [ ] so
as to ensure that a separable Hopf-Galois extension admits a unique Hopf-Galois
structure, which is established using the techniques from Byott’s translation that we
saw at Section 3.2. Such a condition is related with a class of integer numbers, that
are called Burnside.

Definition 2.5.10. Let n be an integer number. We say that n is Burnside if it is coprime
with its image by the Euler totient function ¢, that is, gcd(n, ¢(n)) = 1.

It is trivial from the definition that every prime number is Burnside. Moreover,
every Burnside number is square-free. This follows directly from the remarks that
@(p") = pYp—1) and ¢(ab) = ¢(a)p(b) if gcd(a,b) = 1. Burnside numbers are
linked with group theory by the following result.
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Theorem 2.5.11 (Burnside). Let n € Z~ be a positive integer. Then every group of order
n is cyclic if and only if n is Burnside.

Byott’s uniqueness thereom provides a sufficient condition which ensures that a
separable Hopf-Galois extension admits a unique Hopf-Galois structure. Namely,
this condition is that the degree of the extension is a Burnside number. We need the
following technical lemma.

Lemma 2.5.12. Let L/K be a (G, G')-separable degree n extension and suppose that n is
Burnside. Suppose that N is a reqular and G-stable subgroup of Perm(G/G') and let Ay
be the set of left translations A: N — N, n € N. For each subgroup H of Hol(N) whose
order is divisible by n, Ay C H.

Proof. Recall that Hol(N) = Ay X Aut(N) by definition. Consider the projection
mp: Hol(N) — Aut(N) onto the second component. Since 71, is a group epimor-
phism (because Aut(N) = Hol(N)/Ay), it maps H onto a subgroup of Aut(N),
whose order divides the order of Aut(N). Now, since n is Burnside and N has
order n, we have that N = Z/nZ, and hence Aut(N) = (Z/nZ)*. We deduce
that Aut(N) has order ¢(n). It follows that the order of 71,(H) divides ¢(n). Now,

mo(H) = HAn/An = H/Ay 0 H, whence |[H/Ay N H| = 55 divides g(n).
Taking into account that n divides |H| and ged(n, ¢(n)) = 1, necessarily |Ax N H|
is divisible by n. By the structure of semidirect product, Ay is the only order n
subgroup of Hol(N). Now, Cauchy theorem gives that Ay N H must have some
subgroup of order n, which is necessarily Ay. We get Ay N H = Ay, and hence

AN C H follows. ]

Theorem 2.5.13 ([ I, Theorem 2). Let L/K be a G-separable degree n extension. If
L/K is Hopf-Galois and n is Burnside, then G is solvable and L /K admits a unique Hopf-
Galois structure, which is almost classically Galois (in particular, L/ K is almost classically
Galois).

Proof. Let L be the normal closure of L/K, G = Gal(L/K) and G’ = Gal(L/L). The
hypothesis that L/K is Hopf-Galois ensures that it admits some Hopf-Galois struc-
ture H; let N be its corresponding regular and G-stable subgroup of Perm(G/G’).
Leta: N — Perm(G/ G’ ) be the canonical inclusion. By Theorem 2.3.7, a corre-
sponds to a group embedding f: G — Perm(N) such that B(G) C Hol(N). Now,
note that Ay = AN(N), where Ay: N — Aut(N) is the left regular representation
of N. Since Ay is injective, An has order n. By Theorem 2.5.11, both Ay and N are
cyclic. In addition, Aut(N) = (Z/nZ)*, which is abelian. Therefore, Hol(N) is
solvable. Since B(G) C Hol(N) with f injective, we conclude that G is solvable.

Let us prove that H is an almost classically Galois structure on L/K. We have
that B(G) is a subgroup of Hol(N) and its order is that of G, which is a multiple of
n. Applying Lemma 2.5.12 with H = B(G), we get Ay C B(G). Going over the
proof of Theorem 2.3.7, we see by (a) that 8 = Ca~! o A, where Ca: Perm(N) —
Perm(G/G’) is the group isomorphism induced by the bijection a: N — G/C/,
a(7) = 1(1g). On the other hand, in (b) it is shown that Ay = Ca~! o a. Applying
Ca on the previous inclusion, we obtain that N = a(N) C A(G), so the Hopf-Galois
structure corresponding to N is almost classically Galois.

Finally, we shall prove that L/K does not admit other Hopf-Galois structures.
Suppose that N’ is a regular and G-stable subgroup of Perm(G/G’). If we consider
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the canonical inclusion &’: N’ — Perm(G/G’), the definition of & and «’ are the
same. Thus, if 8’: G < Hol(N’) is the group embedding corresponding to &’ by By-
ott’s theorem, we have that g’ = Ca’~! o &/, where Ca’: Perm(N’) — Perm(G/G’)
is the group isomorphism induced by the bijection a: N’ — G/G/, and then the
definitions of B and p’ are the same. Then we can regard B(G) as a subgroup of
Hol(N’). We then apply Lemma 2.5.12 with N’ as regular and G-stable subgroup
and H = B(G), obtaining that Ay» C B(G) C Hol(N). Hence Ay is an order n sub-
group of Hol(N), so once again by Lemma 2.5.12 (with N as regular and G-stable
subgroup and H = Apy), we obtain Ay C Ay, both of which have order n. Nec-
essarily Ay = Ay, thatis, AN(N) = Apn/(N'). We use again that & and &’ have
the same definition to obtain that Ay = Ca 'oa and Ayy = Ca’~! o a’ also do, to
conclude that N = N'. O

A G-separable degree n extension with n Burnside and G solvable is not nec-
essarily Hopf-Galois (see [ , Example after Theorem 2] for a counterexample).
Then, Theorem 2.5.13 can be restated by saying that a separable degree n extension
with n Burnside admits at most one Hopf-Galois structure.

We shall show that the converse of Theorem 2.5.13 does not hold: a G-separable
extension with G solvable and admitting a unique Hopf-Galois structure has not
necessarily Burnside degree. Indeed, it can be checked that a G-separable quartic
extension with G = A4 or G = Sy (thus, G solvable) admits a unique Hopf-Galois
structure, and 4 is not a Burnside number because ¢(4) = 2.

Let us specify Theorem 2.5.13 to the Galois case. If L /K is a Galois extension with
group G with Burnside degree, then G is solvable and the classical Galois structure
on L/K is the unique Hopf-Galois structure on L/K. In this case, having Burnside
degree becomes a characterization for the uniqueness of Hopf-Galois structure.

Theorem 2.5.14 ([ ], Theorem 1). A degree n Galois extension L /K admits a unique
Hopf-Galois structure if and only if n is Burnside.

The right-to-left implication is just a particular case of Theorem 2.5.13. A proof
for the converse can be found in [ , §8].
Since prime numbers are Burnside, Theorem 2.5.13 yields the following.

Corollary 2.5.15. Let p be a prime number and let L /K be a Hopf-Galois extension with
degree p. Then L/K admits a unique Hopf-Galois structure.

5.3 Opposite Hopf-Galois structures

The Greither-Pareigis theorem establishes a connection between the Hopf-Galois
structures on a separable extension and group theory. Thus, one can wonder if no-
tions or results on the latter can be translated to the former. One of these is the notion
of opposite group, of which we shall study its Hopf-Galois counterpart. For a group
(N, %), its opposite, denoted by N°PP, is defined as the group whose underlying set
is also N and the operation is defined as

nx'pi=pxy, wuneN.

Let N be a permutation subgroup giving a Hopf-Galois structure on a separable
extension under the Greither-Pareigis correspondence. We shall see that N°PP also
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gives a Hopf-Galois structure on the same extension. But, in order to do so, we need
to visualize it as a subgroup of the same permutation group. We see that we can
identify it with the centralizer of N.

Proposition 2.5.16. Let X be a finite set and let N be a reqular subgroup of Perm(X).
Fix xo € X and for each n € N, define a map ¢,: X — X as follows: for x € X,
¢y (x) = px on(xo), where puy € N is such that py(xo) = x. The following statements
hold:

1. Forevery 1 € N, ¢, is well defined and bijective.

2. CentPerm(X)(N) = {4777 | ne N}

3. The map ®: N°PP — Centpeym(x)(N) defined by ®(17) = ¢y is a group isomor-
phism.

Proof. 1. Letn € N. Since N is regular, for each x € X there is a unique py € N
such that py(xg) = x. This ensures that ¢, is well defined. Let us see that it is
bijective. Let x,y € X such that ¢, (x) = ¢, (y), thatis, ur o 17(x0) = py 0 7(x0).
Since py, py,1 € N, we have that both p, o7 and y, o 77 belong to N, and
by the regularity of N, they are completely determined by their definition at
xg. Hence, jx 017 = py o1, and composing on the right side by 17!, we get
Hx = Hy. Evaluating at xo, we obtain that x = y, so ¢y, is injective. Since it is
defined from X to itself and X is finite, ¢ is bijective.

2. Let ¢ € Centpeyn(x)(N). By regularity, there is a unique 7 € N such that
1(x0) = ¢(x0). We claim that ¢ = ¢,. Take x € X. By the definition of
centralizer, iy o ¢ = ¢ o py. Now,

¢(x) = ¢ o px(x0) = pr 0 P(x0) = px 0 17(x0) = Py ().

Hence ¢ = ¢, as claimed. Conversely, take 7 € N and let us prove that ¢,
centralizes N. We need to prove that, for each y € N, ¢, ot = p o ¢y;. Given
x € X, pogy(x) = popuyxon(xp). Now, note that

p o px(x0) = p(x) = pyy(x) (%0)-
By regularity, p o py = Hu(x)- Then,

1o Py () = Hy(x) 0 1(x0) = dy (u(x)) = ¢y 0 ().
This proves that ¢, o 4 = i o ¢, as we wanted.

3. We already know that for each ¢ € Centpem(x)(N) there is some 7 in the
underlying set of N such that ¢ = ¢,. This is the same as the underlying
set of N°PP, so @ is surjective. On the other hand, if 7,4 € N are such that
¢y = ¢u, evaluating at any element x € X gives py o 17(xg) = px o p(xo),
and composing by 1! on the left side gives 77(xg) = 1(xp). Once again, the
regularity of N gives that 7 = u. This proves that ® is bijective. Let us check
that it preserves the group structure. Given 5, € N, we must check that
D(n o' u) =P(n) o ®(u), thatis, ¢y = ¢y 0 ¢y Given x € X, we have

Py © Pu(x) = pg,(x) © 1(X0) = Hypopu(xe) © 1(X0)-
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NOW, sy, on(xg) (X0) = px © 1(X0), SO Jyy op(xy) = Hx © p by regularity. Then,

¢y 0 Pu(x) = pxopon(xo) = Puoy(x),

finishing the proof.
[

From now on, for each regular subgroup N of a permutation group Perm(X), we
regard N°PP as a subgroup of Perm(X) by means of identifying N°PP = Centperm x)(N).

Proposition 2.5.17. Let X be a finite set and let N be a regular subgroup of Perm(X).
Then N°PP is reqular.

Proof. Since the underlying set of N°PP is the same as the underlying set of N,
IN°PP| = |N|. Let x € X and take ¢ € Stabyopr (x). Let 7 € N be such that ¢ = ¢,,.
Then,

px o1 (x0) = ¢(x) = x = px(x0)-
The regularity of N yields that pix 0 7 = py, sonp = 1y. Then Stabyopp (x) = {Id}. O

Now, we turn to the scenario of field extensions.

Proposition 2.5.18. Let L/K be a (G, G')-separable extension and let N be a reqular sub-
group of Perm(X). If N is G-stable, then so is N°PP.

Proof. Suppose that N is G-stable. Given 7 € N and ¢ € G, we shall prove that
A(g)opyoA(g™!) € N, thatis, A(g) o gy 0 A(g™ ) = ¢y for some iy’ € N. Equiva-
lently, A(8) o ¢y 0 A(g™1)(x) = px o 7(xp) for some " € N. We have that

Mg)oyor(gh)(x)

A(8) © agg1)(x) © 1 (%0)

Mg) © Hagg-1yxy 0o AgTH) 0 A(g) (x0)
)L(g)olu/\(g—l)()oﬂo)\(g 1) © Ha(g) (x) (¥0)

= iz 0 Hyx 0 M) 0 Ha(g-1)(x) © 1O AET) © fa(g) () (¥0)-

Thus, it is enough to show that the element

M=t O A(8) © Hagg1)(x) 0O ME ™) 0 Ha(g)(xg) €N

does not depend on x. Note that
M) © Hag1)(x) ©ME ) © Ha(g)(xg) (*0) = x
with A(g) © (g1 () © M) © Ha(g)(x) € N, 80

Hr = A8) © Ha(g1)x) © ME ) © Ha(g)(xo)-

Equivalently,
M8) 0 (g 1)(x) © ME™) = Hx © (o) ()"
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Then,

e = Hx 0 M) 0 M)y 0T ML) 0 Harg)(xg)
= p o A(g) 0 parg 1)) 0 Mg 0 A(g) 0 0 AT © () (x)
= M O Hx O Py (o)) O M&) 0O AT 0 (g ()
= P‘X(lg)(xo) oA(g)ono A(g_l) O HA(g)(x0)”

which does not depend on xp. Let us relabel

1= (g O M) 2O AT © Ha(g) o)

We obtain that
Mg)oyor(g™h)(x) = pxor'(x) = gy (x)
for every x € X, whence A(g) o, 0 A(g™!) = ¢y € N. O

We conclude that, for a (G, G’)-separable extension, the opposite of a regular and
G-stable subgroup of Perm(G/G’) also is. The Greither-Pareigis correspondence
yields the following notion.

Definition 2.5.19. Let L/K be a (G, G')-separable Hopf-Galois extension. Let H be a Hopf-
Galois structure on L/ K and let N be a regular and G-stable subgroup of Perm(G/G"). The
opposite Hopf-Galois structure of H, denoted as H°PP, is the one whose corresponding
permutation subgroup is N°PP.

If N is abelian, the opposite Hopf-Galois structure of H is itself.

Let L/K be a Galois extension with group G and let A (resp. p) be the left (resp.
right) regular representation of G. Recall by Proposition 2.4.19 2 that p(G) is central-
ized by A(G), whence Centpem () (0(G)) = A(G). We obtain:

Corollary 2.5.20. Let L/K be a Galois non-abelian extension. The opposite Hopf-Galois
structure of the classical Galois structure is the canonical non-classical structure.

Remark 2.5.21. The opposite of an almost classically Galois structure need not be
almost classically Galois. As a counterexample, consider the situation at Corollary
2.5.20. The classical Galois structure on L/K corresponds to the subgroup A(G),
while its opposite, the canonical non-classical structure, corresponds to p(G). The
classical Galois structure is trivially almost classically Galois, while the canonical
non-classical structure is not because p(G) ¢ A(G), which follows from Proposition
2.4.19 3.

Recall from Proposition 2.4.11 that if a Hopf-Galois structure H corresponds to
a subgroup N, L ®x H = L[N] as L-Hopf algebras. Using the notion of opposite
group we can find the smallest field base field with that property.

Proposition 2.5.22. Let L/K be a separable extension with normal closure L. Let H be a
Hopf-Galois structure on L/K and let N be its corresponding permutation subgroup. Let
Go = A~Y(N°PP) and let Ly = L. Then Ly is the smallest extension of K such that

Lo ®x H = Lo[N]

as Lo-algebras.
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The proof of Proposition 2.5.22 makes use of descent theory and cohomology,
and it is beyond the scope of these notes. It can be consulted at [ , Corollary
3.2].

Note that Gy is the subgroup of elements of G that fix all the elements of N by
the action * defined at (2.1). Assume that L/K is almost classically Galois with |
a normal complement of G’ and choose N = A(])°PP. Then N°PP = A(]) and,
consequently, ] = Gp. Thus, the field Ly is the complement of L/K as an almost
classically Galois extension.

Corollary 2.5.23. Let L/K be a (G, G")-separable almost classically Galois extension with
complement M, and let | = Gal(L/M). Let N = A(])°PP and let H be its corresponding
Hopf-Galois structure on L/ K. Then M is the smallest extension of K such that

M ®x H = M|N].

It is remarkable that Corollary 2.5.23 states a property for the opposite of an
almost classically Galois structure. For this reason, some authors call these almost
classically Galois structures; namely, the ones given by a permutation subgroup N
such that N°PP C A(G).

5.4 Induced Hopf-Galois structures

Let E/K be a finite and Galois extension with Galois group of the form G = | x G/,
where ] is a normal subgroup of G and G’ is any subgroup of G. Call L = EC
It is possible to build a Hopf-Galois structure on E/K from a pair of Hopf-Galois
structures from E/L and L/K. Such Hopf-Galois structures are called induced, and
were introduced by Crespo, Rio and Vela in the paper [ I

In order to introduce the notion of induced Hopf-Galois structure, we make use
of the Greither-Pareigis correspondence. Namely, we will see that the direct product
of the permutation subgroups corresponding to Hopf-Galois structures on E/L and
L/K is isomorphic to a subgroup giving a Hopf-Galois structure on L/K.

Both of the extensions E/K and E/L are Galois with groups G and G’ respec-
tively. By Greither-Pareigis theorem:

1. The Hopf-Galois structures on E/L are in bijective correspondence with the
regular subgroups of Perm(G’) normalized by the image of the left translation

map AC": G’ — Perm(G').

2. The Hopf-Galois structures on E/K are in bijective correspondence with the
regular subgroups of Perm(G) normalized by the image of the left translation
map A: G — Perm(G) of L/K.

The situation is a bit trickier for the extension L/ K, which is typically non-Galois.
Note that E is a Galois field extension of K containing L, so E contains the nor-
mal closure L of L. However, in general it does not hold that E = L (for instance,
when the semidirect product is direct). By Proposition 2.4.3, we can apply Greither-
Pareigis theorem to characterize the Hopf-Galois structures on L/K choosing any
Galois extension of K containing L, not just its normal closure. In particular, we

42



can choose E/K. Thus, the Hopf-Galois structures on L/K are in bijective corre-
spondence with the regular subgroups of Perm(G/G’) normalized by Ar(G), where
Ap: G — Perm(G/G’) is the left translation map of L/K associated to E.

Another of the key ingredients for the existence of induced Hopf-Galois struc-
tures is that J is a transversal of G’ in G, which is a consequence of | being a normal
complement for G’ in G. This means that each left coset of G/ G’ intersects with | in
exactly one element. Let us write | = {0y, ...,0,}, where n = [L : K]. Then, we can
write G/G’' = {1G/,...,0,G'} and identify | with G/G’. Carrying this identifica-
tion to the map A : G — Perm(G/G’), we get a map A.: G — Perm(]) whose
definition corresponds to the action of G on the left cosets of G/G’ by means of A;.
Namely, for a given element ¢ € G, A.(g) is the permutation of | that takes an ele-
ment 0; € ] to the representative of | in the left coset A1 (g)(0;G’). Let us calculate
it. Write ¢ = ot witho € Jand T € G'. Forevery 1 <i <m,

AL(8) (#G') = oG
= oto;T TG’
= M (o) o Ce(0y) G/,
where C; € Aut(G) is the conjugation by T and A/ : | — Perm(]) is the left trans-

lation map associated to L/ F. Note that C¢(c;) € ] because ] is a normal subgroup
of G, so M () o C¢(0;) makes sense and belongs to J. Thus, for ¢ = 0T € G,

Ac(8)(a1) = M (o) o Cr(er) (24)

Proposition 2.5.24. Let A: G — Perm(G) be the left reqular representation of E/K.
Then, A = 1o x, where

X: G — Perm(J) x Perm(G’)
0T —  (AoT), AC (1)),
1: Perm(J) x Perm(G') — Perm(G)
(¢, ) — 0T = @(0)y(7).

Proof. Given g = 07 € Gand ¢’ = ¢'t’ € G, we have

lTT/

AM8)(§') = g8 = otd't = oTo'T”
= 0Ce (o)A (1)(7')
= Ae(8) (@AY (1)(7)
= 1(Ae(8), A% (1))(8))
=10x(8)(8"),
where, from the second to the third line, we have used (2.4). ]

We are ready to build the so-called induced Hopf-Galois structures.

Proposition 2.5.25. Let Ny be a subgroup of Perm(]) and let Ny be a subgroup of Perm(G’).
Let N = (N7 X Np).

1. If Ny and Nj are regular, so is N.
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2. If Ny is normalized by A1 (G) and Ny is normalized by A (G'), then N is normalized
by A(G).

Proof. 1. Suppose that N; and N, are regular. We have
IN| = [t(N1 x N2)| = [N1 x No| = [N1[[N2| = []||G'| = |G,

so it is enough to check that the action of N on G is transitive. Let ¢ = 07, ¢’ =
o't € Gwitho,0’ € Jand 7,7 € G'. Since Ny (resp. N) is regular, there
exists ¢ € Perm(]) (resp. ¥ € Perm(G’)) such that ¢(c) = ¢’ (resp. ¥(7) =
7'). Then,

U, p)(8) = e, 9)(eT) = p(o)p(T) =0'T =g
2. Letg=0t1 € Gwitho € Jand T € G'. Given (17, 4) € N1 X Ny,

X mx(g™) = (Ac(g)nAc(9) 1 AC (T)pA% (1)) € Ny x Na.

Applying 1, since it is a group homomorphism, we obtain

M)y, WA~ = t(x(8) (i, m)x(g™")) € Ny x Np) = N.

Applying Greither-Pareigis theorem, we get the following.

Corollary 2.5.26. Let E/K be a Galois extension with Galois group G = ] x G’ and let
L = EC'. If Ny is a subgroup of Perm(]) giving L/K a Hopf-Galois structure and N is
a subgroup of Perm(G’) giving E/L a Hopf-Galois structure, then N = (N1 X Np) is a
subgroup giving E /K a Hopf-Galois structure.

Definition 2.5.27. A Hopf-Galois structure on E/K as in Corollary 2.5.26 is called an
induced Hopf-Galois structure on E/K.

If an induced Hopf-Galois structure H on E/K is built from Hopf-Galois struc-
tures H; on L/K and H, on E/L, we will also say that H is induced from H; and
Hj, or that Hy and H; induce H. The Hopf-Galois structures H; and Hj receive the
name of inducing Hopf-Galois structures.

Induced Hopf-Galois structures only make sense for Galois extensions whose
Galois group is a semidirect product. In particular, if the Galois group of a Galois
extension E/K is a direct product, then there are induced Hopf-Galois structures on
E/K as well. In that case, both of the extensions E/L and L/K are Galois, and one
can prove that the classical Galois structures on L/E and E/K induce the classical
Galois structure on L/K.

We see an equivalent approach to think of induced Hopf-Galois structures.

Proposition 2.5.28. Let E/K be a Galois extension with group G = ] x G' and call

L = ES, M = LJ. Then, the Hopf Galois structures of E/L and M/K are in one-to-
one correspondence.
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Proof. Let G := Gal(M/K). Applying the Galois correspondence to G = | x G/,
we get LN M = K, so the map - |y: G’ — G defined by T — T | is a group
isomorphism. Moreover, E/L is Galois with group G’, and since | is normal in
G, M/K is Galois with group G. By Greither-Pareigis theorem, the Hopf Galois
structures of E/L (resp. M/K) are in one-to-one correspondence with the regu-
lar subgroups of Perm(G’) (resp. Perm(G)) normalized by AS'(G) (resp. AS(G)).
The map - |r induces a group isomorphism ¢: Perm(G’) — Perm(G) defined as
o() = |pono(-[p)"

Let N be a subgroup of Perm(G’). Let us check that N is regular if and only if
so is ¢(N). Since they have the same order as G, it is enough to check that if N is
transitive, so is @(N). Let T |r, T’ |r€ G. Since N is transitive, there is 7 € N such
that 77(t) = 7. Then, () (7 |r) = 7(7) [r=T" |F.

We claim that the following diagram is commutative:

G L G (2.5)
)\Gl /\6
Perm(G') ? Perm(G)

Indeed, if T, 7’ € G/,
AC(T M) (T ) =TT = - [m oA% (1) (') = 9(AS (1)) (' |m).

Then AS (T |y) = ¢(AS' (1)), whence ASo |y= ¢ o AG, as we wanted. It follows that
N is normalized by the image of AG"if and only if ¢(N) is normalized by the image
of AC. O

We have shown in the proof that there is a group isomorphism Perm(G’) =

Perm(G) such that a subgroup N < Perm(G’) gives E/L a Hopf-Galois structure if

and only if its image in Perm(G) gives M /K a Hopf-Galois structure. Thus, we can

modify suitably the map ¢ to obtain a map Perm(]) x Perm(G) — Perm(G). By
abuse of notation, we also call this map .

Corollary 2.5.29. If Ny is a regular subgroup of Perm(]) normalized by Ac(]) and Ny is a

reqular subgroup of Perm(G) normalized by AC (G), then t(Ny x Ny) is a regular subgroup
of Perm(G) normalized by A(G). Accordingly, from a Hopf-Galois structure on L/K and
a Hopf-Galois structure on M /K, we obtain an induced Hopf-Galois structure on E/K.

The advantage of this approach is that the description of the underlying Hopf al-
gebra and the action of an induced Hopf-Galois structure arise naturally from those
of the inducing Hopf-Galois structures.

Proposition 2.5.30. Let E/K be a Galois extension with group G = ] x G/, and call

L = ES, M = LJ. Let H be an induced Hopf-Galois structure on L/K from inducing
Hopf-Galois structures Hy on L/ K and Hy on M /K.

1. There is an isomorphism of K-Hopf algebras H — Hj; @k Hj between the underly-
ing Hopf algebras of H and Hy ®x Hp.
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2. Givenw € H,y € Hy,x € Landy € M,
(wn) - (xy) = (w-x)(1-y).

Proof. 1. Recall from Example 2.2.6 that the functor ® transforms tensor products
of K-algebras into cartesian products of sets, so ¥ does the other way around.
Let N; = ®(H;), i € {1,2}. By definition of induced Hopf-Galois structure
®(H) = Ny x Np = ®(H;) x ®(H;). Applying ¥, we get an isomorphism of
K-Hopf algebras H = Hy ®g H».

2. Let us write Ny = {#;}_; and N, = {y]}] ;- Then,

v
w e Hy = E[Nl]c — w = Zcmi,ci € E,
i=1

u
ne H, = E[Nz]c =N = Zd]‘y]‘, d]' € E.
j=1
Hence,

/\
N

ii‘:d‘ (7, ) ) - (xy)

i=1j=1

Y cidit(ni pj)” Ladg)( Z Z cidit(n; ", p )(IdG) (xy)

j=1 i=1j=1

ic i (1dy) (x) 5 (1) ()

Il
M:

N
Il
—_

I
M:

~.
;_x

/ ~ |

icz’?z (Idy) (x ><Zd]7/‘] IdG’)(y)>

i= j
= (w-x)(n-y)
]

Remark 2.5.31. If L /K is any H-Galois extension, then we can define a K-linear map
pg: H — Endg (L) by pg(h)(x) = h - x. In the case that E/K is a Galois extension
with group G = ] x G’ and H = H; ®g H; is an induced Hopf-Galois structure on
E/K, Proposition 2.5.30 2 means that py; = oy, @k OH,-

6 Exercises

6.1 Exercises on Sections 1-3

1. Give a direct proof that the fixed “set” Fix(A, H') under a sub-Hopf algebra
H' C H defined in Section 1 is a subalgebra of the H-Galois extension A.

2. (a) The symmetric group S, of order n! acts naturally on the set {1,...,n}.
What is the stabilizer of an element in that set? (You may take the element
n, for example.)
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(b) The linear group GL(n,K) acts naturally on the n-dimensional column
space K". Describe the stabilizer of a non-zero column vector. (You may
take for instance the first standard basis vector.)

(c) The special orthogonal group SO(3,R) acts on IR?. Can you describe the
stabilizer of e; = (1,0,0)7?

Assume that the group I' acts on a set S, and that s, t € S are in the same orbit.
Describe the relation between the stabilizer I's of s and the stabilizer I'; of t. Is
there any relation in general if s and t are in different orbits?

Suppose that I' = T'x acts on a finite set S such that the open subgroup U of
finite index acts trivially. Show there is a normal subgroup U’ < U which is
still open of finite index in I'. (Hint: consider conjugates of U.)

In Section 2.5 we defined a certain Hopf algebra H* and specific elements c,s €
H*. Show that the two elements 1 and /1 := (1, —1,1, —1) = ¢? — s? are the only
group-like elements in H*. What is the automorphism of L induced by h?

Find a base field K and a degree five polynomial f over it, such that the Galois
group of f (i.e. of the splitting field of f) is As. Note that this splitting field
is the normal closure of the extension L/K obtained by adjoining a root of f.
(Any means are allowed: the literature, the Internet, your own ideas.)

In th context of Lemma 2.3.4, find two more equivalent conditions, now in-
volving right translations py, with w in the group X.

Let C be a cyclic group of order p. Show that every group between C = C x 1
and Hol(C) = C x Aut(C) has the form C x A, where A is cyclic and r = |A|
divides p — 1. Do all these r actually occur?

Exercises on Sections 4-5

. Let L/Kbea (G, G')-separable Hopf-Galois extension and let N, N, be regular

and G-stable subgroups of Perm(G/G’). Consider the action * of G on Nj and
N, defined as conjugation by A(G). Show that N; = N, as G-groups (that
is, there is a G-equivariant group isomorphism between them) if and only if
L[N1]G = L[N,]€ as K-Hopf algebras.

Two Hopf-Galois structures (H, -), (H’,-") on the same field extension L/K are
said to be isomorphic if there is an isomorphism of K-Hopf algebras f: H —
H' such that h -« = f(h) " a. In practice, isomorphic Hopf-Galois structures
on L/K are considered as the same Hopf-Galois structure (for instance, in the
Greither-Pareigis theorem).

(a) Let L/K be a Galois extension with group G. Prove that the classical
Galois structure on L/K and the Hopf-Galois structure corresponding to
0(G) under the Greither-Pareigis correspondence are isomorphic.

(b) Give an example of separable Hopf-Galois extension L/K and different
(non-isomorphic) Hopf-Galois structures H and H' on L/K such that N =
N’, where N (resp. N') is the permutation subgroup corresponding to H
(resp. H').
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3. Let L/ K be a Galois extension with group G and let N be a regular and G-stable
subgroup of Perm(G). Show that for each ¢ € Aut(G), (¢ o No ¢~ )PP =
@ o N°PP o g~ 1,

4. Let L/K be a Galois extension with group G. For each regular and G-stable
subgroup N of Perm(G) and each g € G, call Ng := p(g)Np(g~!). Two Hopf-
Galois structures on L/K corresponding to permutation subgroups N, N’ are
said to be p-conjugate if N’ = N, for some ¢ € G. Fix such a subgroup N of
Perm(G) and g € G.

(a) Prove that N, is indeed a regular and G-stable subgroup of Perm(G).

(b) Show that the map ¢: L[N]® — L[N,|C defined by P(Lpencyn) =
Ypen o (8)1np( ¢~ 1) is an isomorphism of K-Hopf algebras.

(c) Prove that ngp = (N°PP),.

5. Prove that every separable field extension of degree at most 4 is almost classi-
cally Galois.

6. Let L/Kbe a (G, G’)-separable almost classically Galois extension and let | be
a normal complement for G’ in G. Write x for the action of G on M[]] defined
as the Galois action on M and the conjugation by G on J. Show that if | is
abelian, then there is an isomorphism of Hopf-Galois structures between

M[J]¢ ={he M[]] | t«h=hforallT € G'}

together with its classical action on L and the Hopf-Galois structure on L/K
corresponding to A(]).

7. Consider the extension L/K at Example 2.5.7. Determine explicitly the Hopf-
Galois structure associated to the permutation subgroup N = ((15,7, 02, 03)).

8. Let E/K be a Galois extension with group of the form | x G’ and call L = EC
Prove that the classical Galois structure on E/K is the induced Hopf-Galois
structure from the classical Galois structures on E/L and L/K.
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